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Abstract

Today’s GPUs are able to provide a much higher computing power than CPUs on

specific applications due to their hundreds of cores working concurrently. Computer

Vision is well suitable for this performance boost because most of its typical algorithms

can be split in independent procedures which can be processed simultaneously. Using

Nvidia’s CUDA parallel computing architecture, the problem of developing concurrent

algorithms for image processing is studied and a full algorithm for object recognition

is presented.



Abstract
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Chapter 1

Computer Vision and CUDA



1.1

1.1.1



Computer Vision

A brief introduction to Computer Vision



Computer vision (CV) is the transformation of data from a still image or a video into

either a decision or a new representation. All these operations are done for achieving

some particular goal which will be, in our case, the recognition of a planar object on

the frame based on its color and shape. Since our everyday life is strongly based on

our visual perception, it’s sometimes hard to understand how hard these tasks are for

a computer. The human brain does an amazing job dividing the visual information

into many different streams, distinguishing what it is interesting and what is not and

identifying objects. As now, the procedures that regulate and interpret the visual

perception in our brain are still not fully understood. In a machine vision system,

however, a computer receives only a grid of numbers from the camera or from disk,

which makes the achievement of a specific goal much more complex. For the most part,

theres no built-in pattern recognition, no automatic control of focus and aperture, no

cross-associations with years of experience. From this point of view, vision systems
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are still fairly na¨ıve.



1.1.2



Parallel computing for Computer Vision



Computer vision algorithms are often computationally intensive, especially if the input image is big, due to the many operations involving each pixel. This problem

becomes extremely important when applying image processing techniques on a video

input for a real-time feedback because the number of pixels that needs to be processed every second is huge. A camera running at 30 frames per second (FPS) with

a 800x600 image resolution delivers 14.400.000 pixels per second and if every one of

them requires multiple operations, it becomes clear that the CPU cannot handle such

an amount of calculations quickly. Many optimizations can be done to avoid full

computational cost of serial implementations, like the use of the frequency domain

for the speed up of convolution operations, but the problem still stands.

Modern Graphics Processing Units (GPUs) can be used to process computer vision

algorithms and take full advantage of their computational power and parallel architecture, which can process hundreds of pixels at the same time. GPUs are powerful

parallel processors mostly dedicated to image synthesis and they have made their way

to consumers PCs through video games and multimedia. Recent graphics cards generation offer highly parallel architectures with high memory bandwidth and are now

well over a TeraFLOPS peak performances while CPUs barely reach 150 GigaFLOPS.

They suffer, though, from complex integration and data manipulation procedures, due

to their parallel architecture and dedicated APIs. While they have become the most

powerful part of middle-end computers, they opened a path to cheap General Purpose

processing on GPU (GPGPU).
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CUDA

General-Purpose Computing on Graphics Processing

Units



Driven by the insatiable market demand for realtime, high-definition 3D graphics,

the programmable Graphic Processor Unit or GPU has evolved into a highly parallel,

multithreaded, manycore processor with tremendous computational horsepower and

very high memory bandwidth. The Figure 1.1 illustrates how performances of GPUs

grew in the past few years, compared with the progress of CPUs.

The reason behind the discrepancy in floating-point capability between the CPU

and the GPU is that the GPU is specialized for compute-intensive, highly parallel

computation (exactly what graphics rendering is about) and therefore designed such

that more transistors are devoted to data processing rather than data caching and

flow control, which is schematically illustrated by Figure 1.2.

More specifically, the GPU is especially well-suited to solve problems that can

be expressed as data-parallel computations (the same program is executed on many

data elements in parallel) with an high rate of arithmetic operations. Because the

same program is executed for each data element, there is a lower requirement for

sophisticated flow control, and because it is executed on many data elements and has

high arithmetic intensity, the memory access latency can be hidden with calculations

instead of big data caches. Data-parallel processing maps data elements to parallel

processing threads. Many applications that process large data sets, like image processing, can use a data-parallel programming model to speed up the computations.

In 3D rendering, large sets of pixels and vertices are mapped to parallel threads.

Similarly, image and media processing applications such as post-processing of rendered images, video encoding and decoding, image scaling, stereo vision, and pattern
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Figure 1.1: Floating-Point Operations per Second and Memory Bandwidth for the

CPU and GPU
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Figure 1.2: CPUs and GPUs architectures

recognition can map image blocks and pixels to parallel processing threads. In fact,

many algorithms outside the field of image rendering and processing are accelerated

by data-parallel processing, from general signal processing or physics simulation to

computational finance or computational biology.



1.2.2



CUDA: a General-Purpose Parallel Computing Architecture



In November 2006, NVIDIA introduced CUDA, a general purpose parallel computing

architecture, with a new parallel programming model and instruction set architecture,

that leverages the parallel compute engine in NVIDIA GPUs to solve many complex

computational problems in a more efficient way than on a CPU. CUDA comes with

a software environment that allows developers to use C as a high-level programming

language, and a parallel programming model that has at its core three key abstractions:

• A hierarchy of thread groups

• Shared memories

• Barrier synchronization
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That are simply exposed to the programmer as a minimal set of language extensions

that guide the programmer to partition the problem into coarse sub-problems, solved

independently in parallel by blocks of threads, and each sub-problem into finer pieces

that can be solved cooperatively in parallel by all threads within the block. This

decomposition preserves language expressivity by allowing threads to cooperate when

solving each sub-problem, and at the same time enables automatic scalability. Indeed,

each block of threads can be scheduled on any of the available processor cores, in any

order, concurrently or sequentially, so that a compiled CUDA program can execute

on any number of processor cores as illustrated by Figure 1.3, and only the runtime

system needs to know the physical processor count.



Figure 1.3: Diagram of the execution of a multithreaded CUDA program
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CUDA Kernels



CUDA extends C by allowing the programmer to define C functions, called kernels,

that, when called, are executed N times in parallel by N different CUDA threads,

as opposed to only once like regular C functions. An unique ID is given to each

thread through the “ThreadIdx” variable, which is used during the programming

phase to differentiate threads (for example, in Computer vision, the ThreadIdx variable is often used to distinguish what pixel the thread needs to process). ThreadIdx

is a 3-component vector, so that the index of threads can be one-dimensional, twodimensional or three-dimensional. Threads can be also indexed inside thread blocks,

providing a simple way to invoke computation across the elements in a domain such

as a vector, matrix, or volume. A thread block may contain up to 1024 threads and it

can be indexed trough the blockIdx variable, which can be one-dimensional or twodimensional, forming a grid of thread blocks, as shown in Figure 1.4. The threads

of a thread block execute concurrently on one multiprocessor, and multiple thread

blocks can execute concurrently on one multiprocessor. As thread blocks terminate,

new blocks are launched on the vacated multiprocessors. These multithreaded processors create, manage, schedule, and execute threads in groups of 32 parallel threads

called warps. In Compute Capability 1.x Devices, each multiprocessor consists of

8 CUDA cores for integer and single-precision floating-point arithmetic operations,

1 double-precision floating-point unit for double-precision floating-point arithmetic

operations, 2 special function units for single-precision floating-point transcendental

functions (these units can also handle single-precision floating-point multiplications)

and a warp scheduler. In Compute Capability 2.0 devices, instead, a multiprocessor

consists of 32 CUDA cores for integer and floating-point arithmetic operations, 4 special function units for single-precision floating-point transcendental functions and 2
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Figure 1.4: Grid of thread blocks

warp schedulers.

While threads in the same warp are always executed together, warps in the same

block are handled asynchronously and, if needed, they can be synchronized with the

function



syncthreads(), which syncs all the threads in the same block. No function



is available to synchronize all the threads of a kernel, which can be done by the call

of separate kernels. Figure 1.5 shows the relationship between the hierarchy of thread

groups and their execution on multiprocessors. It is important to check the number

of multiprocessors of a GPU to fully utilize its hardware capabilities: the choice of

the size of thread blocks can make a big difference in the GPU calculation efficiency.
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Figure 1.5: Parallel thread execution
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Chapter 2

A Color and Shape Recognition

Algorithm

In this chapter, an algorithm for color and shape recognition is presented. The algorithm uses the GPU for most of its calculations

and uses Nvidia’s parallel computing architecture CUDA.



2.1

2.1.1



Overview

The objective of the algorithm



The purpose of the algorithm presented is to recognize N objects with a specific

shape and color, identifying their location on the frame. The algorithm can recognize

a single type of shape with a specified color at the time but it does not have a

limitation on the number of objects in the same frame. The algorithm does not need

an a priori knowledge of the number of objects in the frame. The algorithm was then

implemented with C programming language, with the help of the OpenCV library for

the inputs and outputs, and CUDA for its most computationally intensive procedures.

The algorithm can be launched on still images, video files or input images from any

camera.
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A fast implementation



The main focus while developing was to keep an high level of performances so that

the output video processed from a camera could refresh at a good rate (&gt;20 Hz)

at high resolutions (800x600 pixels). A classic implementation fully running on a

modern standard CPU could not achieve these results due to the big amount of serial

processing for each frame. By using CUDA, computational times were reduced by

developing parallel procedures and taking advantage of the GPU architecture. While

programming with CUDA, many optimizations can be done to make the software

more efficient and faster, but this also makes the code much more complex for each

of the steps of the algorithm. A correct use of fast memories like shared memory

(which is up to the programmer) can make the program up to 10 times faster1 , but

sometimes it requires a drastic change of the approach to the particular problem.

Other code optimizations include avoiding thread divergence caused by the GPU

SIMT architecture (Single Instruction Multiple Threads) and coalescing memory

access patterns. The code developed for this project does not use these optimizations

because of the complexity of their implementation at this stage and the complete code

optimization might be a future work.



2.1.3



Structure of the algorithm



The algorithm is both concurrent and serial, depending on the particular task. It

follows a list of the main steps of the program, with the related Processing Unit:

1. Conversion from RGB to HSV color model and thresholding (GPU)

2. Filtering of the image by the use of the Erosion and Dilation procedures (GPU)

1



As stated in some source code examples in Nvidia CUDA SDK
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3. Connected component labeling (GPU)

4. Shape analysis and recognition (CPU)

When the program is launched, the user is able to select the reference shape and color

by clicking on the wanted object on the frame. The program will execute a special

procedure in which it will acquire the information about the object clicked (color

picking and shape analysis) and it will save them into a “object” structure. This will

be the reference object and from then on, every object found on the frame will be

compared with it, establishing if there is a matching. The program also gives the

option to activate and deactivate shape recognition. In the latter case, the program

will only execute the first 3 steps and will draw a rectangle around any object of the

color selected.
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Figure 2.1: Example of all the steps of the program



14



Cap. 2 A Color and Shape Recognition Algorithm



2.2

2.2.1



§2.2 Color recognition



Color recognition

RGB color model



The RGB color model is the main additive color model used for storing the information

contained in a image in digital environments. The color of each pixel is represented

by a RED, a GREEN, and a BLUE component and typical images use 8-bit for each

channel, which means that every pixel needs 24 bits (color depth) for storing data of

a RGB triplet. In this case, each component is an unsigned number that goes from 0

to 255. Figure 2.2 shows a representation of the RGB color model.



Figure 2.2: RGB color model



2.2.2



Issues with RGB for color recognition



At first, color analysis and thresholding was approached directly in the RGB color

space, and it worked fairly good on its primary colors. For example, if red is the color

wanted, it’s straightforward to think that pixels with a high value of red and low

values of green and blue could be identified and then make a correct threshold. The
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main problem with this procedure was that only very bright and vivid red/green/blue

object could be correctly identified and there was no way to distinguish mixed colors

like brown, yellow, etc. A solution to this problem came with the use of the HSV

color model, which is frequently used in computer vision and image analysis for color

pickers due to its human-like color representation.



2.2.3



HSV color model



The HSV color space is a cylindrical-coordinate representation of points in the RGB

color model. HSV stands for Hue, Saturation and Value and this model was developed in the 1970s for the need of a more perceptually relevant color space for many

computer vision applications. In each cylinder, the angle around the central vertical

axis corresponds to ‘hue’, the distance from the axis corresponds to ‘saturation’, and

the distance along the axis corresponds to ‘value’. Figure 2.3 shows a representation

of the HSV color model.



2.2.4



Conversion from RGB to HSV



The conversion from RGB to HSV color space can be done easily with a simple algorithm. Even though the conversion of the color of a single pixel requires only a

few operations, the entire process can become computationally relevant if the image

is big: for example, a 800x600 pixels frame needs 480000 independent conversions.

The implementation of a parallel RGB to HSV algorithm was very straightforward

due to its repetitive procedures on every pixel. A CUDA kernel executing the algorithm mentioned above was developed, allowing a concurrent conversion of the color

space. One thread is launched for each pixel, executing the operations described in

Algorithm 1. See the Appendix for C code implementation.
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Figure 2.3: The HSV color model
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Algorithm 1 RGB to HSV: Integer version

Input : RGB triplet

Output : HSV triplet

1: M AX rgb = max(R, G, B)

2: M IN rgb = min(R, G, B)

3: V = M AX rgb

4: if V = 0 then

5:

S=0

6:

H=0

7:

return

8: end if

9: S = 255 ∗ (M AX rgb − M IN rgb)/V

10: if S = 0 then

11:

H=0

12:

return

13: end if

14: if M AX rgb = R then

15:

H = 0 + 43 ∗ (G − B)/(M AX rgb − M IN rgb)

16: else if M AX rgb = G then

17:

H = 85 + 43 ∗ (B − R)/(M AX rgb − M IN rgb)

18: else

19:

H = 171 + 43 ∗ (R − G)/(M AX rgb − M IN rgb)

20: end if



§2.2 Color recognition



. Value



. Saturation



. Hue



After conversion, thresholding parameters for picking a certain color may vary

depending on the user needs. The hue range can be set to any value wanted, while

value and saturation are usually requested to be over a specified value to avoid picking

black (value equals to zero) or white (high value but saturation close to zero). This

characteristic of the HSV color space can be also used to pick black, white and any gray

shade by ignoring the hue and calibrate the value and saturation wanted. See Figure

2.4 for an example of color thresholding on different colors: for the red threshold, the

hue ranges between 330◦ and 25◦ , for the green one, the hue is between 76◦ and 155◦ ;

for blue between 187◦ and 295◦ and for yellow from 43◦ to 71◦ .
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Figure 2.4: Color Thresholding
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Filtering

Erosion and Dilation



After color thresholding, it was noted that the output binary image could often be

noisy due to irrelevant pixels getting through the threshold operation. This noise can

be caused by a big number of factors like chromatic aberrations of the lens, particular

reflections of the ambient light on surfaces, sensor noise, etc. Most of these unwanted

pixels were isolated or part of very small groups which lead to the decision to use

two well-known morphologic operations in image processing: erosion and dilation.

In the erosion operation, the value of the output pixel is the minimum value of all

the pixels in the input pixel’s neighborhood. In the dilation operation, instead, the

value of the output pixel is the maximum value of all the pixels in the input pixel’s

neighborhood. The purpose of the erosion operation is to delete very small areas

or single pixels (since they are not significant shapes) by eroding their perimeter; if

the area is small enough, depending on the size of the neighborhood defined in the

operation, it will be completely deleted. On the other hand, the eroded perimeter of

significant groups of pixels can be restored by the dilation operation which, instead,

enlarges the perimeter of an object. The output of these two procedures resulted to

be very efficient for noise reduction and the number of irrelevant areas was drastically

reduced, as shown in Figure 2.5.
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Figure 2.5: Example of the output of the erode/dilate operations
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Implementation



The parallel implementation of the erosion and dilation procedures was also straightforward. A CUDA kernel generates a thread for each pixel, which executes the operations described in the Algorithm 2. The parallelization of these procedures is showed

in Figure 2.6: each thread targets a single pixel and it works with the pixel itself and

its neighbors. All the threads share the same input read-only pixel matrix and the

data in one entry can be used by different threads. In the erosion/dilation procedures,

each thread serially looks for the minimum/maximum in the neighborhood and puts

the result in the output pixel matrix. This kind of parallelization is recurrent in Computer Vision algorithms, as most of common procedures execute operations in a small

neighborhood. Every convolution operation can be parallelized with this method.



Figure 2.6: Parallel erosion and dilation
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Algorithm 2 Erosion and Dilation (Binary)

1: procedure Erode

. This procedure is executed for every pixel

2:

if inputpixel = 1 then

3:

if ∀neighbors = 1 then

4:

outputpixel ← 1

5:

else

6:

outputpixel ← 0

7:

end if

8:

else

9:

outputpixel ← 0

10:

end if

11: end procedure

1: procedure Dilate

. This procedure is executed for every pixel

2:

if inputpixel = 0 then

3:

if ∃neighbor = 1 then

4:

outputpixel ← 1

5:

else

6:

outputpixel ← 0

7:

end if

8:

else

9:

outputpixel ← 1

10:

end if

11: end procedure
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Connected Component Labeling

Distinction of different groups of pixels



At this point of the algorithm, we have a filtered binary image that contains no

information on how to distinct different groups of pixels, which are the candidates

for further shape recognition. The need of distinguishing those groups lead to the

study of the “Connected Component Labeling”(CCL) problem, which comes from the

graph theory and it is an another classic issue of many Computer Vision algorithms;

the problem consists in the determination of an unique label for every connected

component, which is, in our case, a group of adjacent pixels. The problem has been

widely studied and there are several solutions for efficient serial implementations,

but parallel approaches to the problem are relatively new. Many data-parallel CCL

algorithms were proposed and studied in [4] and the best-performing solution was

implemented in our program.



2.4.2



A parallel implementation



A first na¨ıve code was made with a simple algorithm. An unique label was given

to each pixel with a first CUDA kernel, and a second kernel, launched several times,

would assign to each pixel the lowest label in its neighborhood. The second kernel had

to be repeated until each group of pixels converged to the lowest label in the group.

This solution resulted to perform poorly due to the number of times that the second

kernel had to be launched before convergence, which is, in fact, equal to the number

of pixel composing the longest diameter in a group in the frame analyzed. It was then

decided to implement a more efficient and complex algorithm, which uses tables for

solving label equivalences. This CCL algorithm is a multi-pass algorithm that consists

of three different phases, each one processed by a separate CUDA kernel: Scanning
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phase, Analyzing phase and Labeling phase. The algorithm records and resolves label

equivalences and the steps are repeated until the correct labeling is complete. The

first initialization phase (Step 0 in the Appendix) consists of labeling each relevant

pixel (non-zero pixels) with a unique number: this can be easily done by assigning it

its own index in the pixel array. Each element of the equivalence list is also initialized

to its own index in the list. After this step, similarly to the color space conversion and

the morphological operations, one thread is created for each cell, which is formed by

the current pixel plus its neighborhood. Each thread will examine the neighbouring

labels and if it finds that it is next to a lower label, it will put that lower label into

the equivalence list if the label is lower than the value currently in the list. At the end

of this kernel call, the equivalence list will have a list of labels and the lowest other

label that they are directly neighbouring.



Figure 2.7: Scanning, Analyzing and Labeling phases

The problem is that there will be equivalence chains, i.e. 16 is equivalent to 12

which is equivalent to 4 and so on. So there is another kernel, corresponding to the

Analyzing phase, that will resolve the equivalence lists so that the list will store the

real lowest equivalent label. As each cell has a unique label at the start of the process,

one thread is launched for each cell (which is the same as one thread for each initial

label). These threads will retrieve the label currently assigned to that cell, it will

then check to see if the label that cell has is the same as the label that would have
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been initially assigned to it. If the label is the same, then that thread is considered

to own that label and will resolve the equivalence chain, if not it will simply return.

The thread must then expand the equivalence chain to discover what the real lowest

label it is equivalent to its own. It will look up its label in the equivalence list and

find the label it is equivalent to, it will then look up this label. This is repeated until

the label it looks up in the list is equivalent to itself, this will be the lowest label in

the equivalence chain. Once this value is found it overwrites the equivalence list with

this value. As an output of these procedures, we will no longer have a binary image;

in fact, each relevant pixel will have a unsigned integer that represents the unique ID

of the object it refers to.

Algorithm 3 Connected Component Labeling

N : number of pixels

D[N ] : array of pixels

L[N ]: Left column of equivalence list

R[N ]: Right column of equivalence list

id: index of current pixel (threadID from CUDA runtime)

nid : neighbors of current pixel

m: boolean check

1: procedure Main Loop

2:

declare L[N ], R[N ]

3:

do in parallel on the device using N threads: initialise Ld[0 . . .N - 1] such

that Ld[i] ← i

4:

do in parallel on the device using N threads: initialise Rd[0 . . .N - 1] such

that Rd[i] ← i

5:

declare boolean m

6:

repeat

7:

m ← f alse

8:

do in parallel using N threads: Scanning Phase

9:

do in parallel using N threads: Analyzing Phase

10:

do in parallel using N threads: Labeling Phase

11:

until m = f alse

12: end procedure
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13:

14:

15:

16:

17:

18:

19:

20:

21:

22:

23:

24:
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procedure Scanning Phase

declare label1 , label2

label1 ← L[id]

label2 ← M AXIN T

for all idn ∈ nid do

label2 ← min(label2 , L[idn ])

end for

if label2 &lt; label1 then

R[label1 ] ← min(label2 , R[label1 ])

m ← true

end if

end procedure



procedure Analyzing Phase

declare ref

if L[id] = id then

ref ← R[id]

repeat

ref ← R[label]

until ref = R[label]

end if

end procedure

1: procedure Labeling Phase

2:

L[id] ← R[L[id]]

3: end procedure



1:

2:

3:

4:

5:

6:

7:

8:

9:
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2.5

2.5.1



§2.5 Shape Recognition



Shape Recognition

The problem of the identification of shapes



After connected component labeling, we can now distinguish different groups of contiguous pixels and proceed to the identification of the shapes those groups make.

These shapes are the result of the projection of 3D objects onto the camera sensor,

which means that, since the algorithm works without stereoscopy, or any other method

to acquire information about the depth, the program is not able to understand if a

shape is generated by a planar object or a specific view of a 3D object. As an example,

see Figure 2.8: the output of color thresholding of a cube is indistinguishable from

an hexagon. For this reason, the algorithm developed will expect to receive as inputs

only shapes generated by planar objects for a correct shape identification.



Figure 2.8: The output of color thresholding of a cube

Many different approaches were evaluated while trying to solve the problem. Geometric moments and Hu’s moment invariants [5],[7], seemed to provide the perfect

solution to the problem of shape identification but they resulted to have big weaknesses for our application. We will go into more depth about this issue in the next

section.
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2.5.2



Geometric Moments and Hu’s moment invariants



Various object recognition techniques utilize abstract characterizations for efficient

object representation and comparison. Such characterizations are typically defined

by measurable object features extracted from various types of imagery and any a

priori knowledge available. Similarity between the characterizations is interpreted as

similarity between the objects themselves. Several important issues may be identified

that distinguish recognition tasks. Many tasks require objects be recognized from

an arbitrary viewing position for a given aspect. This requirement necessitates the

extraction of object features that are invariant to scale, translation, and orientation.

The use of geometric moments can be a successful strategy for the extraction of those

features and their implementation in image analysis is straightforward if we consider

a binary image. The two-dimensional discrete version of a Cartesian moment, mpq ,

of order p + q, of a function f (x, y), which is our binary image, is defined as

mpq =



N

−1 M

−1

X

X



xp y q f (x, y)



(2.5.1)



x=0 y=0



where N is the number of columns and M is the number of rows. The low-order moment values represent well-known, fundamental geometric properties of a distribution

or a body. The zero-th order moment m00 of the distribution f (x, y), defined as

m00 =



N

−1 M

−1

X

X



f (x, y)



(2.5.2)



x=0 y=0



represents the mass of the image, or areas of interest of the image like shapes. When

computed for a silhouette image of a segmented object, the zero-th moment represents

the total object area. The two first order moments m10 , m01 , are used to locate the

center of mass (COM) of the object. In fact, the coordinates of the COM are





m10 m01

(¯

x, y¯) =

,

(2.5.3)

m00 m00
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The COM defines a unique location with respect to the object that may be used as

a reference point to describe the position of the object within the field of view. If an

object is positioned such that its COM is coincident with the origin of the field of

view, then the moments computed for that object are referred to as central moments

and are denoted by µpq . Central moments are defined as

µpq =



N

−1 M

−1

X

X



(x − x¯)p (y − y¯)q f (x, y).



(2.5.4)



x=0 y=0



Central moments are essential to achieve translation invariance, otherwise the value

of moments for shape characterization would depend on the location of the area of

interest in the image. Scale invariance can be obtained by using normalized moments

ηpq :

ηpq =



µpq

(p+q)/2+1

m00



(2.5.5)



The rotation invariance is the most difficult one to achieve. A method proposed by

Hu relies on a set of seven non-linear absolute moment invariants, calculated from

central moments (or normalized moments if scale invariance is required). These seven

values are:
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By comparing this set of values between those generated by a reference shape and

an unknown shape, it can be determined if the shapes match. This method can be

generalized to accomplish pattern identification not only independently of position,

size and orientation but also independently of parallel projections. Although this

method is widely used for simple object recognition, after full implementation on

our program (running on the CPU) we found that Hu moment invariants had big

numerical fluctuation due to image noise, causing the impossibility to do a correct

recognition. Even a little shape discrepancy caused by a small difference between the

color thresholding and the filtering processes in different frames, resulted to generate

slightly different values in Hu set of invariants. A new method for shape recognition

became necessary.



2.5.3



A new method



The Hu moment invariants set is not the only method based on moments for image

analysis: Legendre and Complex Zernike moments [6] provide a much more noiseresistant representation and characterization of areas of interest. Their main feature

is their orthogonality, which means that they have the advantage of needing lower

precision to represent differences to the same accuracy as the monomials of cartesian

moments. They only have intrinsic rotation invariance but scale and translation

invariance can be achieved with the help of regular geometric moments (total mass and

COM). The drawback of Legendre and Zernike moments is their high computational

cost, which is not suitable for our real-time program. A GPU calculation of those

moments would help reducing computational times, but a parallel implementation

resulted to be too complex at this stage.

The need of a simpler way for comparing shapes lead to the development of a new
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method based on “distance histograms”. The main steps of this method are the

following:

Step 1: Calculation of the Center of Mass (COM) of the object (m00 , m10 , m01 )

Step 2: Identification of the pixels laying on the object contour

Step 3: Calculation of the distances between every pixel on the contour and the

COM and construction of the corresponding histogram. This represents the

information that characterizes a shape.

Step 4: Histogram smoothing

Step 5: Histogram normalization

Matching: Comparison between the histograms of the unknown shape and the reference shape

Rotation invariance is intrinsic because the histogram stores only information about

the modulus of the distances; this is an advantage and a weakness of this method because in some rare cases, two similar histograms could be generated by very different

shapes. Translation invariance is achieved by the use of the COM as a relative anchor

point for every shape. Scale invariance can be obtained by normalizing each distance

in relation to the maximum distance found, so that two identical shapes with different

sizes generate the same histogram. A normalization of the area of the histogram is

also required to have the same amount of values. Now we will go into more depth for

each step.
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Figure 2.9: Distance from the COM (red dot) and the contour is calculated for every

pixel and a histogram records each distance, starting from 0 (coincident to the COM)

to the maximum distance encountered

Step 1. The COM is calculated with the formula 2.5.3. m00 , m10 and m01 can

be easily computed by scanning the image array and, each time a non-zero value is

found, adding 1 to m00 , the x coordinate to m10 and the y coordinate to m01 of the

corresponding object. During this scan, minimum and maximum x and y coordinates

are stored for each object as they will be useful later on for highlighting matching

shapes with a rectangle around them in the video output.

Step 2. Pixel laying on the object contour can be found by analyzing a pixel’s

neighborhood; for each non-zero entry of the image array, neighboring pixel values

are checked and if a zero entry is found, it means that the original pixel is part of

the object contour. In fact, every pixel that is part of an object and it is not on its

contour, it must have all non-zero pixels surrounding itself.

Step 3. After the contour pixel is identified, the cartesian distance between its

location and the COM is calculated.

d=



q

(x − xavg )2 + (y − yavg )2



(2.5.6)
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This distance cannot be placed in the histogram yet because a first full overview of

the data is needed for the evaluation of the maximum distance from the COM of

every object. At this stage, the values are stored in a temporary array. After these

calculations, the distances are normalized in relation to the maximum distance found

and the histogram is built. This specific normalization has its weakness in cases of

strong noise that tends to create peaks on the shape contour; if the maximum distance

varies too much between two shapes that should be matched as the same, the content

of the histogram will translate and this could cause a miss in the recognition process.

After the normalization, an histogram with 100 values is built, where each entry

represents one of the 100 normalized distances (which are enough for a successful

differentiation), starting from zero up to the maximum distance.

Step 4. A Gaussian-like smoothing, which corresponds to a low-pass filter in the

frequency domain, is applied to the histogram to smooth sudden peaks. Shapes

that tend to concentrate their values in a small section of the histogram, like circles,

require smoothing because, otherwise, a small distortion caused by noise could lead

to an incorrect shape recognition.

Step 5. If two identical shapes have different sizes, the number of pixels that make

up the contour will be different; this leads to different absolute values in each entry

of their distance histogram and an another normalization is needed. Each element of

the histogram is divided by the sum of all the elements in the histogram.

Matching. After each histogram is complete, it is compared with the histogram of

the reference shape. This is done by creating a “matching value”, using the following

formula (Jeffries-Matusita distance [13]):
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v

uH−1 

2

uX p

p

M atchingV alue = t

h(i) − r(i)



(2.5.7)



i=0



where H is the number of columns of the histogram (in our case, 100), h(i) is

the value of the i-th column of histogram of the unknown shape and r(i) is the

value of the i-th column of histogram of the reference shape. We used the JeffriesMatusita distance instead of the more common Euclidean distance because it resulted

to perform better in our tests. This particular distance tends to lower the effect of

noise in similar shapes, while still successfully distinguishing different shapes. The

closest the matching value is to zero, the more similar the reference shape and the

analyzed shape are. The value never actually reaches the zero because image noise

constantly makes little changes to the shapes, even in two consequential frames. The

matching value of similar shapes was found to be between 2 and 8, while for different

shapes it would usually lay between 13 and 30. These values also resulted to depend

on the variance of the values in the histograms: higher variances usually lead to a

better recognition with a lower uncertainty. The thresholding matching value between

an acceptable and a not acceptable match can be set in real-time by the program user

to best fit all possible shapes and situations. A thresholding value between 7 and 10

was found to be suitable for most situations.
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Chapter 3

Tests and Results

In this chapter, the program will be tested to check the quality of

the object recognition process and speed performances.



3.1



Some examples of processed output



In the following pages, two examples of processed output will be shown in Figure 3.1

and Figure 3.2. The shape on top of both images is the reference shape, which is the

one it was clicked in the initialization phase. As it can be seen in both examples, the

object recognition algorithm is able to identify the correct shape. The method we

implemented also shows to be fairly resistant to noise and parallel projections, other

than achieving scale, translation, and rotation invariance as expected.
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Figure 3.1: Output of the program
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§3.1 Some examples of processed output



Figure 3.2: Output of the program
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Performance tests: GPU vs CPU



We will now compare our hybrid GPU/CPU algorithm with a CPU-only algorithm.

The program has been rewritten to run serially on the CPU and measure the difference of performances between the parallel and serial implementation. The hardware

configuration used was:

• CPU Intel Core Duo E6400 (@2.1 Ghz)

• GPU Nvidia GeForce 8800GT - 512 MB device memory - 112 CUDA cores

• Camera Philips SPC2050NC 2.0 Mega Pixels (1600x1200), up to 90 frames per

second

• Operating System Windows 7 Professional 32 bit

Many things must be taken into account to correctly interpret the results of the

following benchmarks. First of all, the CPU-only program is a plain translation of

the parallel code, with the use of for cycles to execute the code and move trough the

pixel array, instead of the concurrent CUDA threads. This is not the best way to

write serial code for computer vision algorithms, as many optimizations can be done

to reduce the number of operations per pixel. As said before as an example, the use

of the frequency domain can help reducing computational cost of convolutions from

O(N 2 M 2 ) to O(N 2 log(N )) where N is the size of a image square matrix and M is the

size of the convolution kernel.

An important factor while considering a comparison of performances is the weight

of the computational overhead of data transfer between central RAM memory and

GPU memory. The CPU can instantly process data coming trough the USB from

the camera because they are immediately available in central RAM, while a GPU
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computation requires data to be transfered to the memory located on the PCB of

the graphic card. This transfer time can be significant if the amount of data to be

transfered is big and this issue must be considered when deciding to develop a GPU

application in opposition to a more simple CPU application. The Table 3.3 shows the

results of our tests on the processing times of a single frame.



Table 3.1: Test - Frame Resolution: 640x480

Operation

Data transfer to device memory

HSV color space conversion + Threshold

Erosion + Dilation

Connected Component Labeling

Transfer GPU -&gt; CPU

Shape Recognition (CPU only)

Total time

Total computational time (without I/O)



CPU (ms) - GPU (ms)

/

0,7

18

0,8

19

1,7

55

16,8

/

0,9

6,5

6,5

102

37

95

30



Speed-up

/

22,5x

11,1x

3,2x

/

/

2,7x

3,2x



Table 3.2: Test - Frame Resolution: 800x600

Operation

Data transfer to device memory

HSV color space conversion + Threshold

Erosion + Dilation

Connected Component Labeling

Transfer GPU -&gt; CPU

Shape Recognition (CPU only)

Total time

Total computational time (without I/O)



CPU (ms) - GPU (ms)

/

1,0

29

1,3

33

2,7

103

23,8

/

1,2

11

11

190

62

176

45



Speed-up

/

22,3x

12,2x

4,3x

/

/

3,1x

3,9x
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Table 3.3: Test - Frame Resolution: 1600x1200

Operation

Data transfer to device memory

HSV color space conversion + Threshold

Erosion + Dilation

Connected Component Labeling

Data transfer back to main memory

Shape Recognition (CPU only)

Total time

Total computational time (without I/O)



3.3



CPU (ms) - GPU (ms)

/

3,2

117

6,1

123

11,3

415

82,5

/

4,8

58

58

763

210

713

160



Speed-up

/

19,2x

10,9x

5x

/

/

3,6x

4,5x



Discussion of the results



The performance tests showed that the GPU implementation is faster in every step of

the algorithm. Highly intrinsic parallel operations, like conversion of the color space,

which also has an high arithmetic intensity, performed the best on the GPU, up to

22,5 times faster than the CPU-only counterpart. The connected component labeling

phase is the one with the lowest speed-up factor (from 3,2x to 5x) and it is also the

step of the program that requires more computational time. This leads to an overall

reduction of the speed boost gained by the use of the GPU. The total elaboration

of the frame, from the acquisition phase from the USB camera to the output on the

screen, resulted to be about 3-4 times faster with the hybrid GPU/CPU program.

The transfer times between main memory and device memory resulted to be not very

significant in the overall time. Images with higher resolutions receive more benefits

from the use of the GPU.
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Conclusions and Future Work

General-Purpose Computing on Graphics Processing Units (GPGPU) represents a

great opportunity to speed up computer programs with a small investment. In fact,

since graphic cards are massively widespread because of their use for video gaming and

multimedia, their cost is affordable and, if correctly used, they can give a huge boost

of performances for certain applications. We showed that, even a first approach to

data-parallel programming and CUDA can give a fairly good advantage on elaboration

times (3-4 times faster), and there is still a lot of margin for code optimization. Also,

the object recognition program we implemented showed good results and a correct

recognition capability of simple shapes, even in real-world noise conditions. Future

works involve a more in depth understanding of the GPU architecture mechanics and

an overall improvement of the CUDA code. Priorities will go on the parallelization of

the shape recognition phase and the optimization of the connected component labeling

phase, which is by far the one that requires more computational time. Further work

can also be done on the shape recognition algorithm to improve its accuracy and

reliability.
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CUDA Kernel: RGB to HSV with Thresholding

1



2 {

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35



global

void t h r e s h o l d ( unsigned char∗ datar , unsigned char∗ datag ,

unsigned char∗ datab , unsigned char∗ databin , int width , int h e i g h t ,

unsigned char hue , unsigned char t o l )

unsigned

unsigned

unsigned

unsigned

unsigned

unsigned

unsigned



int xIndex = blockDim . x ∗ b l o c k I d x . x + t h r e a d I d x . x ;

int yIndex = blockDim . y ∗ b l o c k I d x . y + t h r e a d I d x . y ;

int i d = xIndex+yIndex ∗ width ;

char h , s , v ;

char r=d a t a r [ i d ] , g=datag [ i d ] , b=datab [ i d ] ;

char rgb min= MIN3( d a t a r [ i d ] , datag [ i d ] , datab [ i d ] ) ;

char rgb max= MAX3( d a t a r [ i d ] , datag [ i d ] , datab [ i d ] ) ;



//RGB t o HSV

i f ( xIndex &lt; width &amp;&amp; yIndex &lt; h e i g h t )

{

v = rgb max ;

i f ( v == 0 )

h = s = 0;

else

{

s = ( unsigned char ) 2 5 5 ∗ ( rgb max − rgb min ) /v ;

i f ( s == 0 )

h = 0;

else

{

i f ( rgb max == r ) {

h = 0 + 4 3 ∗ ( g − b ) / ( rgb max − rgb min ) ;

} e l s e i f ( rgb max == g ) {

h = 85 + 4 3 ∗ ( b − r ) / ( rgb max − rgb min ) ;

} else {

h = 171 + 4 3 ∗ ( r − g ) / ( rgb max − rgb min ) ;

}

}

}
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36

37

38

39

40

41 }



i f ( ( ( unsigned

( s &gt;=30) &amp;&amp;

databin [ id ] =

else

databin [ id ] =



char ) ( hue−h )&lt;=20 | | ( unsigned char ) ( hue−h ) &gt;=235) &amp;&amp;

( v&gt;=30) )

1;

0;



}



CUDA Kernels: Erosion and Dilation

Erosion

1

2 {

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28 }



global

void e r o d e ( unsigned char∗ i d a t a , unsigned char∗ odata , int

width , int h e i g h t )

unsigned int xIndex = blockDim . x ∗ b l o c k I d x . x + t h r e a d I d x . x ;

unsigned int yIndex = blockDim . y ∗ b l o c k I d x . y + t h r e a d I d x . y ;

unsigned int i d = xIndex + yIndex ∗ width ;

i f ( xIndex &lt; width &amp;&amp; yIndex &lt; h e i g h t )

{

i f ( i d a t a [ i d ]==1)

{

if (

i d a t a [ id −2∗width]==1 &amp;&amp;

i d a t a [ id−width]==1 &amp;&amp;

i d a t a [ id −1]==1 &amp;&amp;

i d a t a [ i d +1]==1 &amp;&amp;

i d a t a [ id −2]==1 &amp;&amp;

i d a t a [ i d +2]==1 &amp;&amp;

i d a t a [ i d+width]==1 &amp;&amp;

i d a t a [ i d +2∗width ]==1)

odata [ i d ] = 1 ;

else

odata [ i d ] = 0 ;

}

else

odata [ i d ] = 0 ;

}
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Dilation

1



global

void d i l a t e ( unsigned char∗ i d a t a , unsigned char∗ odata , int

width , int h e i g h t )



2 {

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23 }



unsigned int xIndex = blockDim . x ∗ b l o c k I d x . x + t h r e a d I d x . x ;

unsigned int yIndex = blockDim . y ∗ b l o c k I d x . y + t h r e a d I d x . y ;

unsigned int i d = xIndex + yIndex ∗ width ;

i f ( xIndex &lt; width &amp;&amp; yIndex &lt; h e i g h t )

{

i f ( i d a t a [ i d ]==0)

{

if (

i d a t a [ id−width]==1 | |

i d a t a [ id −1]==1 | |

i d a t a [ i d +1]==1 | |

i d a t a [ i d+width ]==1)

odata [ i d ] = 1 ;

else

odata [ i d ] = 0 ;

}

else

odata [ i d ] = 1 ;

}



CUDA Kernels: Connected Component Labeling

Step 0: Label initialization

1



global

void i n i t i a l i z e l a b e l s ( unsigned char ∗ input , unsigned int ∗

output , unsigned int ∗eqL , unsigned int ∗eqR , int h e i g h t , int width )



2 {

3

unsigned int xIndex = blockDim . x ∗ b l o c k I d x . x + t h r e a d I d x . x ;

4

unsigned int yIndex = blockDim . y ∗ b l o c k I d x . y + t h r e a d I d x . y ;

5

unsigned int i d = xIndex + yIndex ∗ width ;

6

7

i f ( xIndex &lt; width &amp;&amp; yIndex &lt; h e i g h t )

8

{

9

i f ( i n p u t [ i d ] != 0 )

10

{

11

output [ i d ] = ( unsigned int ) i d ;

12

} else {

13

output [ i d ] = 0 ;

14

}

15

16

eqL [ i d ] = i d ;
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17

18

i f ( output [ i d ] == 0 )

19

eqR [ i d ] = 0 ;

20

else

21

eqR [ i d ] = i d ;

22

}

23 }



Step 1: Scanning

1



global

void c c l s c a n n i n g ( unsigned char ∗ f l a g , unsigned int ∗ data ,

unsigned int ∗ eqL , unsigned int ∗ eqR , int h e i g h t , int width )



2 {

3

unsigned int xIndex = blockDim . x ∗ b l o c k I d x . x + t h r e a d I d x . x ;

4

unsigned int yIndex = blockDim . y ∗ b l o c k I d x . y + t h r e a d I d x . y ;

5

unsigned int i d = xIndex + yIndex ∗ width ;

6

unsigned int l a b e l i n = data [ i d ] ;

7

unsigned int l a b e l = h e i g h t ∗ width+2 ;

8

9

i f ( l a b e l !=0)

10

{

11

unsigned int n , e , s , w ;

12

13

i f ( yIndex &gt; 0 )

14

n = data [ id−width ] ;

15

else

16

n = 0;

17

i f ( xIndex &lt; width )

18

e = data [ i d + 1 ] ;

19

else

20

e = 0;

21

i f ( yIndex &lt; h e i g h t )

22

s = data [ i d+width ] ;

23

else

24

s = 0;

25

i f ( xIndex &gt; 0 )

26

w = data [ id − 1 ] ;

27

else

28

w = 0;

29

30

i f ( xIndex &lt; width &amp;&amp; yIndex &lt; h e i g h t )

31

{

32

i f ( n &lt; l a b e l &amp;&amp; n !=0)

33

label = n;

34

i f ( e &lt; l a b e l &amp;&amp; e !=0)

35

label = e ;

36

i f ( s &lt; l a b e l &amp;&amp; s !=0)

37

label = s ;

38

i f (w &lt; l a b e l &amp;&amp; w!=0)

39

l a b e l = w;
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