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a b s t r a c t

Change detection is of great interest in many applications where image processing is involved; it is an

essential step of image analysis in various applications, including remote sensing (e.g., assessing changes

in a forest ecosystems), surveillance (e.g., monitoring ice surface changes to detect glacier ﬂows and

detecting changes caused by forest defoliation), and medical diagnosis (e.g., monitoring tumor growth).

This paper aims to classify changes in multi-acquisition data using kernel-based support vector data

description (SVDD). SVDD is a well-known method that enables one to map the data into a high-dimensional feature space in which a hypersphere encloses most patterns belonging to the unchanged class. In

this work, we propose a new kernel function that combines the characteristics of basic kernel functions

with new information about the feature distribution and the dependencies among samples. The dependencies among samples are characterized using copula theory; to our knowledge, this is the ﬁrst time

copula theory has been used in the SVDD framework. We demonstrate that the proposed kernel function

is robust and has higher performance compared with classical support vector machine (SVM) and support

vector data description (SVDD) methods.

Ó 2012 Elsevier B.V. All rights reserved.



1. Introduction

Detecting changed areas in images is of great interest for diverse disciplines (e.g., remote sensing Walter, 2004; Bazi et al.,

2005, medical imaging used to quantify tumor growth (Bosc

et al., 2003; Troglio et al., 2010), driver assistance systems, and

fall-detection surveillance, among others). Change detection attempts to identify state differences in a scene where evolution

phenomena occurred by observing sets of pixels that are signiﬁcantly different among several acquisitions taken over a speciﬁed

time period. The primary difﬁculty is distinguishing areas of real

change from areas of normal and intrinsic variability (the latter

are called unimportant changes) within the scene. Because of the

large amount of data that must be analyzed, the change-detection

task often requires an automated analysis process even if there is

no universal measure of differences (the measure depends on the

application (Durucan and Ebrahimi, 2001)) because the data may

be corrupted by various types of noise (Inglada and Mercier, 2007).

Several algorithms for change detection have been developed

over the last few decades. Some must be supervised because of

the difﬁculty of the task, whereas others are unsupervised; the disadvantages of the latter approach include a loss of robustness and
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higher computational time requirements. The ﬁrst approach relies

on supervised classiﬁcation methods to detect changes among several acquisitions (Derrode et al., 1994). This task is equivalent to

separating the data into two classes: changed and unchanged (or

insigniﬁcantly changed) (the latter will be the class of interest in

the following text). The process requires a ground truth to derive

a suitable training set for the learning process of the classiﬁers.

However, it is typically difﬁcult and computationally expensive

to determine the ground truth. Consequently, the use of unsupervised change-detection methods is crucial in many applications

where the ground truth is unattainable (Fumera et al., 2000).

Two very interesting and widely used unsupervised changedetection methods are the well-known Bayesian methods (Fumera

et al., 2000) and the kernel methods (Ben-Hur et al., 2002).

Although the former methods are relatively simple, the exhibit a

signiﬁcant drawback: they require a signiﬁcant amount of knowledge about the class of interest. However, such knowledge is not

always available, particularly in highly complex applications, such

as medical applications (Sanchez-Hernandez et al., 2007). Moreover, when only weak changes occurred between the two data sets

considered, the probability density function (pdf) of the changed

data may be confused with the pdf of the unchanged data (for

example, the Hidden Markov Model method typically attempts to

regularize bad classiﬁcation results because of this ill-posed problem and the presence of outliers in the data (Belghith et al., 2009)).

Despite these drawbacks, Bayesian methods are efﬁcient tools to

include a priori through the a posteriori pdf.
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Furthermore, kernel methods are more ﬂexible. Indeed, kernelbased functions have several advantages compared with other approaches; they reduce the dimensionality of the data, increase the

reliability and the robustness of the method in the presence of

noise and allow ﬂexible mappings between objects (inputs) represented by features vectors and class labels (outputs) (Shawe-Taylor, 2004). Despite having these advantages, the kernel-based

change-detection method is not time consuming and thus can be

used in real-time applications. The main disadvantage of kernel

methods is that one must choose of the kernel function; this choice

depends strongly on the application (Scholkopf et al., 2000).

From the different kernel methods presented in the literature

(e.g., (Furey et al., 2000; Bruzzone et al., 2006)), we have elected

to use the support vector data description (SVDD) method (Tax

and Duin, 2004) here. The SVDD classiﬁer method maps the data

into a high-dimensional feature space. In this new space, a hypersphere that encloses most of the dataset belonging to the class of

interest (the target class, which corresponds to the unchanged data)

and excludes the other observations (that will be considered outliers) is deﬁned. In this paper, the change-detection problem is treated in an unsupervised way. Our aim is to identify patterns that

belong to the unchanged class without using any ground truth. To

yield a more effective description of the change-detection problem,

an outlier class is used for the hyperparameter SVDD estimation.

Although basic kernel functions can be successfully applied for

change detection (Enzweiler and Gavrila, 2009; Camps-Valls et al.,

2008), they do not exploit the additional constraints that are often

available, such as the dependencies and the distribution of different features. We show in this paper that the change detection

should be more robust, more accurate and more efﬁcient if such

information is integrated and correctly modeled by the changedetection method. To account for these characteristics in our

change-detection scheme, we propose a new kernel function that

combines some properties of the old kernel functions with new

information about the feature distribution and dependencies. The

challenge is then to determine the appropriate way to treat the

dependencies. We have opted to use copula theory, which has previously been used to effectively treat dependencies (Joe, 1997). In

particular, we demonstrate that the use of the new kernel function

increases the performance of the change detection compared with

the performance when the basic kernel functions are used. The

proposed method is termed support vector data description with

dependency handling (SV3DH).

This paper is divided into two additional sections. In the next section, the proposed change-detection method SV3DH is presented.

Then, in Section 2, results obtained by applying the proposed

scheme to synthetic and real data are presented. We emphasize

the robustness and the efﬁciency of the novel proposed SV3DH

approach compared with classical SVM and SVDD approaches.

1.1. The copula kernel function

Our aim is to detect changes without using any ground truth

information. Let fxi gi¼1...K , with xi 2 RN , be the vector containing

the N features of a given object and fr i gi¼1...K , with r i 2 f1g, the

corresponding output of fxi gi¼1...K . Our goal is to blindly classify

the data into two classes, a class of targets (i:e:; the unchanged

or r i ¼ þ1 class) and a class of outliers (i:e:; the changed or

ri ¼ 1 class), using the SVDD method. In this subsection, we deﬁne the proposed kernel function.

1.1.1. The kernel function

The kernel function enables one to map a data set deﬁned over

the input space I into a higher-dimensional Hilbert space H (the

feature space). The mapping function is denoted by u : I ! H. If a

given algorithm can be expressed in the form of dot products in



the input space, its non-linear kernel version can be expressed in

terms of dot products among the mapped samples. Kernel methods

compute the similarity between samples using pairwise inner

products taken between mapped samples. Thus, the so-called kernel matrix, Kij ¼ Kðxi ; xj Þ ¼&lt; uðxi Þ; ðxj Þ &gt;, contains all the information necessary to perform many classical linear algorithms in the

feature space. The bottleneck for any method based on kernel functions is the proper deﬁnition of a kernel function that accurately

reﬂects the similarity among samples. However, metric distances

are not all allowed. In fact, valid kernels are only those that fulﬁll

Mercer’s Theorem (the kernel matrix must be positive semi-deﬁnite (Minh et al., 2006)). The most common kernels include the

following:

 the linear kernel Kðxi ; xj Þ ¼ xi :xj ,

 the polynomial kernel Kðxi xj Þ ¼ ðxi :xj Þd ; d &gt; 0,

 and

the

Radial

Basis

Function

(RBF),

expðjjxi  xj jj2 =2r2 Þ; r &gt; 0.



Kðxi ; xj Þ ¼



Although these kernel functions have been applied successfully

for change detection, they do not exploit additional constraints

such as the feature dependency (a measurement that models the

distance to the independence for two random variables) and thus

make the change detection less robust. Well-known dependence

measures include the correlation and covariance matrices. The

covariance and correlation are related parameters that indicate

how two random variables co-vary. Consider two images that are

both realizations of 2D random processes. If the images are affected by the same linear change, both random ﬁelds will tend to

increase or decrease with the same amplitude. The covariance

and correlation matrices are useful tools to measure such a tendency. Unfortunately, the covariance and correlation matrices only

measure the linear dependency (Bentler and Dudgeon, 1996); they

are useless when no linear dependency exists (e:g., in remote sensing images (Inglada and Giros, 2004)). For this reason, we propose

using copula theory to model non-linear dependency for the multivariate case. Indeed, from a statistical point of view, accounting

for this information in the kernel expression is of primary importance for increasing the feature behavior.

1.1.2. The proposed kernel function

Our aim is to properly model and integrate both the dependency and the feature distribution into the kernel function to yield

a more accurate change-detection result. The new kernel function

should combine the old kernel function’s distance between features

(we use the RBF function, which offers some degrees of freedom

because of the hyperparameter r) with new information about

the features’ distance to the independence. We propose a simple

yet powerful kernel function based on copula theory that enables

us to model non-linear dependencies among features.

Several studies demonstrate the effectiveness of the Gaussian

copula cG for treating dependency (Joe, 1997). Thus, we adopt the

Gaussian copula, which is given here: 8y ¼ ðy1 ; . . . ; yL Þ 2 RL ,

12



cG ðyÞ ¼ jCj



"



~T ðC1  IÞy

~

y

exp 

2



#



ð1Þ



~ ¼ ðU1 ðy1 Þ; . . . ; U1 ðyL ÞÞT , in which UðÞ the standard Gausswhere y

ian cumulative distribution function, C is the inter-data correlation

matrix, and I is the L  L identity matrix.

The proposed kernel function is



Kðxi ; xj Þ ¼ ðE½C G ðxi ; xj ÞÞ expðjjxi  xj jj2 =2r2 Þ



ð2Þ



where C G ðxi ; xj Þ ¼ ½cG ðxi ð1Þ; xj ð1ÞÞ; . . . ; cG ðxi ðKÞ; xj ðKÞÞ, in which K is

the length of the vector xi . As the dependency of a couple ðxi ; xj Þ increases, the E½C G ðxi ; xj Þ value approaches 1.
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The inter-data correlation matrix C is estimated using the maximum-likelihood estimator (MLE) (Bouye et al., 2000).

In the next paragraph, we show that the new kernel function

satisﬁes Mercer’s (Minh et al., 2006).

1.1.3. Satisfying Mercer’s condition

By Schur’s theorem (Horn and Johnson, 2005), the product of

two valid kernels is also a valid kernel. Because the term

expðjjxi  xj jj2 =2r2 Þ satisﬁes Mercer’s condition, we must only

demonstrate that the second term ðE½C G ðxi ; xj ÞÞ is also a valid kernel. The latter term can be written as a sum of K functions of the

form

12



cG ðxi ðkÞ; xj ðkÞÞ ¼ jCj



"



y~ T ðC1  IÞy~k

exp  k

2



#

ð3Þ



~ ¼ ðU1 ðxi ðkÞÞ; U1 ðxj ðkÞÞÞT .

where y

In (Horn and Johnson, 2005), the authors prove that the combination of valid kernels is a valid kernel. Therefore, to demonstrate

the validity of the kernel cG ðxi ; xj Þ, it is sufﬁcient to demonstrate

h

i

ðx ðkÞ;x ðkÞÞT ðC1 IÞðxi ðkÞ;xj ðkÞÞ

are

that both the U1 function and exp  i j

2

valid kernels. The inverse Gaussian cumulative distribution funcpﬃﬃﬃ 1

1

tion U1 is equal to 2 erf ð2y  1Þ, where erf is the inverse of

the error function. Because erf



1



can be arbitrarily closely approx-



imated by polynomials with positive coefﬁcients, U1 is a valid kerh

i

ðx ðkÞ;x ðkÞÞT ðC1 IÞðxi ðkÞ;xj ðkÞÞ

is a valid

nel. We now prove that exp  i j

2

kernel function. This function can be written as the product



denoted C ho . This result will be used for initializing the SVDD

algorithm.

1.2.2. The SVDD core algorithm

The second step describes the target class by exploiting the

information obtained from the target and outlier sets deﬁned in

the initialization step.

Every object is characterized by a features vector. The SVDD enables us to distinguish between targets and outliers by deﬁning a

closed boundary around the target data. This is equivalent to drawing a minimum-volume hypersphere in the kernel feature space

that includes all or most of the target objects. The sphere is characterized by its center a and its radius R &gt; 0. Thus, the problem is to

ﬁnd a decision function f that assigns the label 1 to each object xi

such that f ðxi Þ 6 R and label 1 to each object xi such that

f ðxi Þ &gt; R.

In the following equations, the target objects (objects that belong to C ft [ C ht ) are enumerated by the indices i and j. Minimizing

the volume of the sphere reduces to minimizing R2 with the constraints (Tax and Duin, 2004)



Kðxi  a; xi  aÞ 6 R2



8i



ð4Þ



To allow for the possibility of outliers in the target object set (the

set of objects that belong to C ft [ C ht ), the distance from xi to the

center a should strictly not be smaller than R2 and larger distances

should be penalized. Therefore, we introduce slack variables fi P 0,

and the minimization problem becomes



(



X

fi



)



#

ðxi ðkÞ; xj ðkÞÞT ðxi ðkÞ; xj ðkÞÞ

cG ðxi ðkÞ; xj ðkÞÞ ¼ exp

2

"

#

ðxi ðkÞ; xj ðkÞÞT ðC1 Þðxi ðkÞ; xj ðkÞÞ

 exp 

2



min R2 þ C



The ﬁrst term is a valid kernel because it is simply the exponential of the outer product of ðxi ðkÞ; xj ðkÞÞ with itself. Because ðC1 Þ is

a symmetric positive semi-deﬁnite matrix and the exponential of

the opposite of a valid kernel is a valid kernel (Horn and Johnson,

2005), the second term is a valid kernel as well. Therefore, the proposed kernel satisﬁes Mercer’s condition.



where fi ¼ 0 8i 2 C ht . The parameter C controls the trade-off between the volume and the errors.

This is a classical optimization problem with inequality constraints. Such an optimization problem can be solved by determining the saddle point of the Lagrange function (Vapnik, 2000)

LðR; a; fi ; ai ; ci Þ, which is



1.2. The SVDD algorithm



LðR;a;fi ; ai ; ci Þ

o X

X

X n 2

¼ R2 þ C ni 

ai R þ ni  ðKðxi ;xi Þ  2Kða;xi Þ þ Kða;aÞÞ  ci ni



"



R;a;fi



with the constraint that almost all objects that belong to the target

class should be within the sphere, which is given by



Kðxi  a; xi  aÞ 6 R2 þ fi



i



The proposed scheme is based on two steps: (1) an initialization

step and (2) the SVDD core algorithm.

1.2.1. Fuzzy K-means initialization

The ﬁrst step of the proposed change-detection scheme is to

identify the two classes, the class of targets and the class of outliers, that are required to initialize the SVDD classiﬁer. To address

the gradual transition between the classes, we apply the fuzzy

K-means method (Duda et al., 2001) to extract classes. To estimate

the membership function that deﬁnes the degree of membership

with which an element belongs to the class of targets, we use an

S-membership function (Duda et al., 2001).

Let l be the estimated membership of an object for the target

class. At the end of the K-means-based initialization step, we obtain two hard classes and two fuzzy classes: (1) a hard class of

the target population, which is deﬁned by l ¼ 1 and denoted C ht ;

(2) a fuzzy class of the target population, which is deﬁned by

0:5 &lt; l &lt; 1 and denoted C ft ; (3) a fuzzy class of the outlier population, which is deﬁned by 0 &lt; l 6 0:5 and denoted C fo , and (4) a

hard class of outlier population, which is deﬁned by l ¼ 0 and



ð5Þ



i



i



8i; fi P 0



ð6Þ



i



ð7Þ



where ai P 0 and ci P 0 are the Lagrange multipliers. One should

determine an optimal saddle point ðR ; a ; f ; a ; c Þ by minimizing

L with respect to ða; R; fÞ and maximizing L with respect to non-negative ða; cÞ. A solution in the dual space is determined using the

standard conditions for an optimum of a constrained function:



@L

¼ 0; i:e;

@R



X



@L

¼ 0; i:e;

@a



a ¼



ai xi



ð9Þ



@L

¼ 0; i:e;

@fi



ai þ ci ¼ C



ð10Þ



ai ¼ 1



ð8Þ



i



X

i



From the last equation, ai þ ci ¼ C, and because ai P 0; ci P 0,

the Lagrange multipliers ci can be removed because we demand

that 0 6 ai 6 C. The use of the dual-variable Lagrangian yields

the following optimization problem:
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The use of the Lagrange multipliers yields the following optimization problem (Tax and Duin, 2004):

Maximize



Maximize



X



WðaÞ ¼



ai Kðxi ; xi Þ 



X



ai aj Kðx;i xj Þ;



i



i;j



under constraint : 0 6 ai 6 C



ð11Þ



Eq. (9) demonstrates that the center of the sphere is a linear

combination of the objects. Note that only the support vectors xs

(the vectors xi with nonzero coefﬁcients ai ) are needed for the

description. R2 is the distance from the center of the sphere a to

any of the support vectors. Support vectors which fall outside the

description ðai ¼ CÞ are excluded. Therefore,

2



R ¼ Kðxs ; xs Þ  2



X



X



i



i;j



ai Kðxs ; xi Þ þ



ai aj Kðxi ; xj Þ



ð12Þ



To test an object z, the distance to the center of the sphere must

be calculated. A test object z belongs to the target class when this

distance is smaller or equal to the radius R:



f ðzÞ ¼



Kðz; zÞ  2



X





i Kðz; xi Þ



a



þ



i



X



!



i





j Kðxi ; xj Þ



aa



6 R2



ð13Þ



i;j



X

X

R þ C 1 fi þ C 2 fl



)



2



min



R;a;fi ;fl



i



ð14Þ



l



and the constraints become



fi P 0; fl P 0; 8i; l



ð15Þ



where C 1 and C 2 are two regularization parameters and fi ¼ 0

8i 2 C ht ; fl ¼ 0; 8l 2 C ho . We must determine the saddle point of

the primal Lagrangian LðR; a; fi ; fl ; ai ; al ; ci ; cl Þ, which is



LðR; a; fi ; fl ; ai ; al ; ci ; cl Þ

X

X

X

X

¼ R2 þ C 1 ni þ C 2 nl 

ci ni  cl nl

i







l



i



o

X n

al ðKðxl ; xl Þ  2Kða; xl Þ þ Kða; aÞÞ  R2 þ nl



ð16Þ



l



where ai P 0; al P 0; ci P 0 and cl P 0 are the Lagrange multipliers. Setting the partial derivatives of L with respect to R; a; ni and nl

to zero yields the constraints



X



ai 



X



i



a ¼



al ¼ 1



ð17Þ



l



X



X



i



l



ai xi 



0 6 ai 6 C 1 ;



al xl



0 6 al 6 C 2 ;



X



i



l



i;j







al Kðxl ; xl Þ 



X



al am Kðxl ; xm Þ þ 2



l;m



X



ai aj Kðxi ; xj Þ



aj al Kðxj ; xl Þ



ð20Þ



l;j



subject to



0 6 ai 6 C 1 ;



0 6 al 6 C 2



8i; l



ð21Þ



If we deﬁne new variables a ¼ r n an (in the following equations, the

indices n and q enumerate both the target and outlier objects), the

SVDD that uses negative examples is identical to the normal SVDD.

P

The constraints given in Eqs. (17) and (18) become n ða0n Þ ¼ 1 and

P 0 



a ¼ n ðan Þ xn , and the testing function Eq. (13) can again be used.

Finally, for the case with negative examples, the testing function is expressed as

0

n



!

X

X

ða0n Þ Kðz;xn Þ þ

ða0n Þ ða0q Þ Kðxn ;xq Þ 6 R2

n



n;q



ð22Þ

The leave-one-out cross-validation estimator was used to estimate our model hyperparameters (R; a; fi ; fl ) (Cawley and Talbot,

2003). This algorithm, often cited as being highly attractive for the

purposes of model selection, provides an almost unbiased estimate.

2. Experiments

This section presents a validation of the proposed approach. In

Section 2.1, the initialization algorithm reliability is discussed.

Two-class classiﬁcation and change detection results for real datasets are presented in Sections 2.2 and 2.3, respectively. To demonstrate the effectiveness of the proposed kernel function,

comparisons with other kernel functions are presented throughout

the present section. Finally, the choice of the Gaussian copula for

feature dependency handling is discussed in Section 2.4.



ð18Þ



8i; l



To emphasize the beneﬁts of the proposed initialization algorithm and the use of the fuzzy K-means in particular, three different methods were used to initialize the SV3DH: the proposed

method, the K-means method and the maximum likelihood method. We used artiﬁcial toy problems to demonstrate the effects of

different initialization strategies. For this purpose, we generated

three artiﬁcial toy examples. Samples ðx; yÞ; x 2 R10 and y 2 f1g

were constructed in the following manner:



l



o

X n 2

ai R þ ni  ðKðxi ; xi Þ  2Kða; xi Þ þ Kða; aÞÞ

i







X



ai Kðxi ; xi Þ 



2.1. Initialization algorithm assessment



Kðxi  aÞ; ðxi  aÞ 6 R2 þ fi ;

Kðxl  aÞ; ðxl  aÞ P R2  fl ;



X



f ðzÞ ¼ Kðz;zÞ  2



When negative examples (objects which should be rejected) are

available, they can be incorporated in the algorithm to improve the

description. In contrast with the target examples, which should be

within the sphere, the negative examples should be outside it. This

data description differs from the standard Support Vector Classiﬁer

because the SVDD always obtains a closed boundary around one of

the classes (the target class). In (Tax and Duin, 2004), the authors

demonstrated that the joint use of both positive (targets) and negative (outliers) examples improves the data description. Thus, we

adopt the SVDD formulation for the minimum hypersphere. In the

following equations, the target objects are enumerated by the indices i; j and the negative examples (patterns belonging to C fo [ C ho )

are enumerated by l; m. Again, we allow for errors in both the target

and outlier sets and introduce slack variables fi P 0 and fl P 0.

Then, the minimization problem becomes (Tax and Duin, 2004)



(



Wðai ; al Þ ¼



ð19Þ



1. Database 1: we set xi ¼ g i þ zi for i 2 1; . . . ; 5 and xi ¼ zi for

i 2 6; . . . ; 10, where the zi 	 N ð0; 1Þ are normally distributed

and g i 	 Gð1 þ yi =4; 1Þ obey the gamma distribution, whose

expression is given by Eq. 23. For both zi and g i , the dependency

of the samples is 0.5.

ða1Þ



Gðg i ; a; bÞ ¼ k



ba

expðbgi Þ

RðaÞ



gi &gt; 0



ð23Þ



R1

where RðaÞ ¼ 0 t a1 expt dt and a and b denote the shape and

inverse scale parameters, respectively.

2. Database 2: we set xi ¼ g i þ zi for i 2 1; . . . ; 5 and xi ¼ zi for

i 2 6; . . . ; 10, where the zi 	 N ð0; 1Þ are normally distributed

and g i 	 GGða; r; lÞ (r ¼ 1; l ¼ yi ) obey the generalized Gaussian distribution, whose expression is given by Eq. 24. For both zi

and g i , the dependency of the samples is 0.5.
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Table 1

The average classiﬁcation error in % and standard deviation for the results of SV3DH

applied to synthetic data sets using different initialization algorithms.

Initialization



Database 1



Database 2



Database 3



Fuzzy k-means

k-Means

ML



4.49  0.45

5.39  0.88

5.12  0.82



4.52  0.68

5.98  0.82

5.69  0.71



3.52  0.48

4.99  0.57

4.74  0.51



f ðg i ; a; r; lÞ ¼







gðaÞa

exp ðgðaÞjg i  ljÞa

½2Rð1=aÞ



ð24Þ



h

i1

R1

aÞ 2

where gðaÞ ¼ rRð3=

, RðaÞ ¼ 0 t a1 expt dt and l; r, and a de2 Rð1=aÞ

note the mean, the standard deviation and the shape parameter,

respectively.

3. Database 3: we set xi ¼ yi =2 þ zi for i 2 1; . . . ; 5 and xi ¼ zi for

i 2 6; . . . ; 10, where the zi 	 N ð0; 1Þ are normally distributed.

For zi , the dependency of samples is 0.5.

Thus, all coordinates are noisy and only the ﬁrst ﬁve coordinates

carry task-relevant information. We drew 5000 examples that

were split into 50 partitions. The results of validation on the synthetic databases are summarized in Table 1. The results demonstrate that our method had the best performance. Thus, our

initialization algorithm is well suited for the proposed changedetection method.

2.2. Classiﬁcation results

Because our algorithm can be considered a two-class unsupervised classiﬁcation algorithm (which uses target and outlier classes), we proceed to an assessment of the classiﬁcation method’s

performance. For this purpose, we used real datasets that were

introduced in (Ratsch et al., 2001) as a collection of benchmarks

for the binary classiﬁcation task. This benchmark collection contains 1 artiﬁcial dataset (banana) and 12 real-world data sets

(breast cancer, diabetes, german, heart, image segment, ringnorm,

ﬂare solar, splice, thyroid, titanic, twonorm, waveform). Each dataset contains 100 predeﬁned subsets split into training and test

samples. Each subset consists of a set of patterns with known classiﬁcation results (y 2 f1g). Because the classiﬁcation problem is

treated in an unsupervised manner, the training and test samples

were combined into one test portion. Note that all features have

been normalized to zero mean and unit variation. The selection

of the appropriate data distributions is addressed using the method

proposed in (McLachlan and Peel, 2000).



To emphasize the beneﬁts of the proposed approach for unsupervised classiﬁcation, we compared the proposed method to six

other methods:

 the SVM method using the proposed copula kernel function

(SVM with Dependence Handling, which is abbreviated

SVMDH) and initialized using the fuzzy K-means algorithm,

 the proposed method using only positive examples (denoted

SV3DH+) and initialized using the fuzzy K-means algorithm,

 the proposed method initialized using the K-means algorithm

(denoted hard-SV3DH),

 the SVDD method (Tax and Duin, 2004) with the RBF Gaussian

kernel using positive and negative examples (denoted SVDD)

and initialized using the fuzzy K-means algorithm,

 the SVDD method with the RBF Gaussian kernel using only positive examples (denoted SVDD+) and initialized using the fuzzy

K-means algorithm,

 and the SVM method (Cortes and Vapnik, 1995) with the RBF

Gaussian kernel and initialized using the fuzzy K-means

algorithm.

Table 2 presents the results obtained for the real datasets from

the benchmark collection. The SV3DH and SVMDH methods had

similar performance. Thus, the proposed kernel function improves the feature discrimination for both the standard SVDD

and SVM methods. However when few labeled data are available,

purely supervised approaches such as SVMs yield poor solutions

because they have no information about the changed class. In contrast, the SVDD method yields very good results because the

method can be used only with the positive samples. In this case,

it tries to model the unchanged class accurately rather than building a separating hyperplane between the changed and unchanged

classes (Camps-Valls, 2006). For this reason, we use the SVDD

method. Moreover, when a sufﬁcient amount labeled data is available (which is true in our case), Table 2 demonstrates that the

SV3DH algorithm using positive and negative samples had superior classiﬁcation performance compared with the SV3DH algorithm that used only positive samples.

2.3. Change detection results

To evaluate the performance of the proposed algorithm for change

detection on real datasets, we considered two multitemporal remote

sensing image data sets acquired from geographical areas of Alaska

and Philadelphia that are available from december (2011). The ﬁrst

database (the Alaska image) contains a high-resolution (1305  1520

pixels) set of multispectral images collected for a geographical area



Table 2

Average classiﬁcation error in % and standard deviation for real datasets classiﬁed using the following methods: the proposed method (SV3DH), the SVM method using the

proposed copula kernel function (SVMDH), the proposed method using only positive examples (SV3DH+), the proposed method initialized using the k-means algorithm (hardSV3DH), the SVDD method trained using positive and negative examples (SVDD), the SVDD trained using only positive examples (SVDD+) and the SVM method.

Breast cancer



Diabetes



Flare-Solar



Twonorm



Titanic



SV3DH

SVMDH

SV3DH+

Hard-SVDD

SVDD

SVDD+

SVM



28.23

28.31

29.04

29.28

31.35

31.79

32.41



















4.35

4.27

5.31

5.82

5.89

6.71

5.32



24.24

24.18

26.01

26.39

29.54

29.92

28.11



34.34 

34.43 

34.89 

35.29 

35.43 

36.04 

36.14 



3.21

3.17

3.97

4.32

5.78

5.90

4.69



23.55

23.47

24.89

25.21

27.21

27.48

26.43



SV3DH

SVMDH

SV3DH+

Hard-SV3DH

SVDD

SVDD+

SVM



German

24.19 

24.11 

24.52 

24.95 

28.35 

28.81 

27.85 



2.25

1.89

2.89

2.91

1.75

2.03

2.35



Heart

5.95 

5.83 

6.15 

6.49 

7.24 

7.68 

6.21 



















1.71

1.67

2.78

3.98

2.52

3.22

4.21



1.84

2.01

2.42

2.62

3.10

3.14

0.98



1.28

1.07

2.17

2.92

2.36

2.55

2.03



Image

4.02  0.67

3.94  0.78

4.39  1.11

4.84  1.48

6.87  0.99

6.98  1.55

6.41  1.02



















0.48

0.31

1.10

1.39

0.68

0.77

0.44



Ringnorm

2.03  0.25

2.12  0.31

2.69  0.88

3.05  1.28

3.84  0.66

4.12  0.87

4.74  0.49



Waveform



















2.03

1.89

3.66

3.98

4.82

4.08

3.20



10.22  0.93

10.09  1.02

11.01  1.39

11.43  1.65

12.96  1.59

13.09  1.69

11.58  3.08



Splice

11.25 

11.09 

11.61 

11.88 

13.05 

13.74 

11.78 



0.77

0.51

1.06

1.17

2.29

3.05

3.54



Thyroid

5.98  1.24

6.10  1.17

6.56  1.90

6.69  2.17

8.21  2.54

8.47  2.39

9.72  3.01
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of Alaska. These images were acquired by the Landsat-5 Thematic

Mapper (TM) on July 22, 1985 and July 13, 2005. An area of

1024  1024 pixels is selected for the experiments. The Landsat-5

TM provides optical images for seven spectral bands, Bands 1–7. The

instrument’s pixel resolution is 30 m. The ground truth of the change

detection maps is available from december (2011).

The second database (the Philadelphia image) contains a highresolution (2000  2000 pixels) set of multispectral images collected for a geographical area of Philadelphia. These images were

acquired by the Landsat-5 Thematic Mapper (TM) on June 28,

1988 and the Landsat-7 Enhanced Thematic Mapper (ETM+) on

September 23, 1999. As for the Landsat-5, the Landsat-7 provides

optical images for seven spectral bands. An area of 1024  1024

pixels is selected from the Philadelphia image for the experiments.

The pixel size for all bands is 28.5 m. This includes the Landsat 7

ETM + thermal band, which has been resampled from its 57 m resolution, and the Landsat 5 TM thermal band, which has been

resampled from its 114 m resolution. The ground truth for the

change detection maps is available in (december, 2011).

For multitemporal change detection, we consider the multispectral difference image Id ¼ I2  I1 for seven spectral bands.

Therefore, the high-dimensional information present in the multispectral difference image is considered to improve the change

detection accuracy. Fig. 1 (Fig. 2) displays the feature distribution

of the unchanged class (gray) and changed class (dark) pixels in

the 2-dimensional Id Alaska image (Philadelphia image) according

to the available ground truth map. As one can observe from Fig. 2,

the change detection problem for the Philadelphia image is significantly more complex than that for the Alaska image because the

target and outlier classes signiﬁcantly overlap.

To perform the change detection evaluation, we use the False

Alarm PFA, the Miss Detection PMD and the Total Error PTE measurements computed as percentages and deﬁned by



PFA ¼



FA

 100%;

NF



PMD ¼



MD

 100%;

NM



PTE ¼



MD þ FA

 100%

NM þ NF



where FA denotes the number of unchanged pixels that were incorrectly identiﬁed as changed pixels, N F denotes the total number of

unchanged pixels, MD denotes the number of changed pixels that

were mistakenly detected as unchanged ones, and NM denotes the

total number of changed pixels.

Table 3 presents the false detections, the missed detections and

the total errors for both databases. The SV3DH and the SVMDH

methods have similar results, but the SV3DH method performs



Fig. 2. Distribution of the unchanged class (gray) and the changed class (dark)

pixels in the 2-dimensional Idelta . Philadelphia image according to the available

ground truth.



Table 3

False detection, missed detection and total errors for the proposed method (SV3DH),

the SVM method using the proposed copula kernel function (SVMDH), the proposed

method using only positive examples (SV3DH+), the proposed method initialized

using the k-means algorithm (hard-SV3DH), the SVDD method using positive and

negative examples (SVDD), the SVDD method using only positive examples (SVDD+)

and the SVM method.

Alaska image (%)



False detection (%) Missed detection (%) Total errors (%)



SV3DH

SVMDH

SV3DH+

Hard-SV3DH

SVDD

SVDD+

SVM



0.71

0.70

0.78

0.84

1.87

1.89

1.04



5.01

4.96

5.32

5.99

6.81

7.03

6.31



1.09

1.07

1.18

1.29

2.01

2.11

1.75



Philadelphia

image

SV3DH

SVMDH

SV3DH+

Hard-SV3DH

SVDD

SVDD+

SVM



3.82

4.27

4.41

4.87

5.09

6.17

5.31



14.54

16.07

16.84

16.93

17.79

18.38

17.91



8.34

9.07

9.79

10.35

11.09

12.21

11.39



slightly better on the Philadelphia image. This can be explained

by the fact that when the changed and unchanged class overlap,

building a hypersphere is more efﬁcient than building a hyperplane. Moreover, the fuzzy K-means initialization allows us to obtain better results than when a K-means initialization is used,

especially in situations when the uncertainty is high (e.g., the Philadelphia image). Indeed, we obtained 8.34 % total error with the

fuzzy initialization, whereas the k-means initialization yielded

10.35% total error. Fig. 3 shows the change detection results from

different algorithms for the Alaska image. The SVMHD and the

SVM3DH algorithms yielded similar results.

2.4. Copula choice assessment



Fig. 1. Distribution of the unchanged class (gray) and the changed class (dark)

pixels in the 2-dimensional Idelta . Alaska image according to the available ground

truth.



To emphasize the beneﬁts of the Gaussian copula for feature

dependency handling, we compared the feature goodness-of-ﬁt

of the proposed copula with ﬁve other copula functions: the t-student copula (Demarta and McNeil, 2005), the Farlie-Gumbel-Morgenstern (FGM) copula (Cossette and Marceau, 2008), the Gumbel

copula, the Frank copula and the Clayton copula (Rodriguez, 2007).

For this purpose, we used the copula goodness-of-ﬁt measurement

approach proposed in (Genest et al., 2008). This approach
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Fig. 3. Change detection results from the different algorithms for the Alaska image: (a) the ground truth change detection mask; (b) the SVMDH algorithm; (c) the SV3DH

algorithm; (d) the SV3DH + algorithm; (e) the hard-SV3DH algorithm; (f) the SVM algorithm; (g) the SVDD algorithm and (h) the SVDD + algorithm.



Table 4

The L2 norm for different copula types with the empirical copula.

copula



Alaska image 103



Philadelphia image 103



Gaussian

t-student

FGM

Clayton

Frank

Gumbel



5.12

5.48

5.91

6.85

5.57

6.11



4.02

4.19

4.61

5.17

4.28

4.97



measures the discrete L2 norm between a set of copulas and the

empirical copula and then selects the copula with the minimum

difference. We applied this approach to the real datasets. The

results are presented in Table 4. The Gaussian copula best approximates the empirical copula. Note that the choice of the copula

function is still an open problem (Didier et al., 2010).

3. Conclusions

In this paper, we have proposed the SV3DH method for change

detection, which is based on the SVDD method. We have focused

on the formulation of the change problem as a minimum enclosing

sphere problem with unchanged samples as target objects. The use

of the dependency measurement increases the robustness of the

proposed change-detection scheme compared with the classical

SVM and SVDD methods. The performance gain depends on the

quality of the prior samples distribution, which depends on the

quality of the chosen distributions; consequently, copula theory

was used. Copula theory provides tools to model the dependency

of samples even if their distribution is not Gaussian. The experimental results clearly indicate the beneﬁts of the proposed method.
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