



  [image: PDF Archive]
  
    

  

  
    	About
	
        Features 
        
          Personal and corporate archive
          Private social network
          Securely receive documents
          Easily share your files
          Online PDF Toolbox
          Permanent QR Codes
        

      
	Premium account
	Contact
	Help
	Sign up
	

  
 Sign in


  



    


  

    
      
        2014 > 
        December > 
        December 01, 2014
      

    


    





    
      gp 2014 1742.R1 (PDF)


    

    
      









        File information


  This  PDF 1.5 document has been generated by TeX / pdfTeX-1.40.12, and  has been sent on pdf-archive.com on 01/12/2014 at 07:42, from IP address 202.14.x.x.
  The current document download page has been viewed 663 times.

  File size: 900.57 KB (27 pages).

   Privacy: public file
  
 







        
        
          [image: ]

          

          [image: ]

          

          [image: ]

          

          [image: ]

          

          [image: ]

        
        


File preview

Image-domain wavefield tomography with extended

1



common-image-point gathers

2



Tongning Yang



3



Formerly Center for Wave Phenomena, Colorado School of Mines



4



Presently BP America



5



Paul Sava



6



Center for Wave Phenomena, Colorado School of Mines



7



8



(June 14, 2014)



9



Running head: Image-domain wavefield tomography



ABSTRACT



10



Waveform inversion is a velocity-model-building technique based on full waveforms as the input



11



and seismic wavefields as the information carrier. Conventional waveform inversion is implemented



12



in the data-domain. However, similar techniques referred to as image-domain wavefield tomography



13



can be formulated in the image domain and use a seismic image as the input and seismic wavefields



14



as the information carrier. The objective function for the image-domain approach is designed to



15



optimize the coherency of reflections in extended common-image gathers. The function applies a



16



penalty operator to the gathers, thus highlighting image inaccuracies arising from the velocity model



17



error. Minimizing the objective function optimizes the model and improves the image quality. The



18



gradient of the objective function is computed using the adjoint-state method in a way similar to that



19



in the analogous data-domain implementation. We propose an image-domain velocity-model build-



20



ing method using extended common-image-point space- and time-lag gathers constructed sparsely

1



21



at reflections in the image. The gathers moreover are effective in reconstructing the velocity model



22



in complex geologic environments and can be used as an economical replacement for conventional



23



common-image gathers in wave-equation tomography. A test on the Marmousi model illustrates



24



successful updating of the velocity model using common-image point gathers and resulting im-



25



proved image quality.
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INTRODUCTION



26



Building an accurate and reliable velocity model remains a challenge in current seismic imaging



27



practice. In complex subsurface regions, prestack wave-equation depth migration (e.g., one-way



28



wave-equation migration or reverse-time migration) is a powerful tool for accurately imaging the



29



Earth’s interior (Gray et al., 2001; Etgen et al., 2009). Because these migration methods are sensitive



30



to model errors, their widespread use significantly drives the need for high-quality velocity models



31



(Symes, 2008; Woodward et al., 2008; Virieux and Operto, 2009).



32



Waveform inversion represents a family of techniques for velocity model building using seismic



33



wavefields (Tarantola, 1984; Woodward, 1992; Pratt, 1999; Sirgue and Pratt, 2004; Plessix, 2006;



34



Vigh and Starr, 2008a; Plessix, 2009; Symes, 2009). This type of methodology, although usually



35



regarded as one of the costliest for velocity estimation, has been gaining momentum in recent years,



36



mainly because of its accuracy as well as advances in computing technology. Usually waveform



37



inversion is implemented in the data domain by adjusting the velocity model such that simulated



38



and recorded data match (Tarantola, 1984; Pratt, 1999). Such a data match problem often suffers



39



from cycle skipping due to an inaccurate initial model or missing low frequency in the data.(Warner



40



et al., 2013)



41



Velocity-model-building methods using seismic wavefields can be implemented in the image



42



domain. Instead of minimizing the data misfit, the techniques in this category update the velocity



43



model by optimizing the image quality. As stated by the semblance principle, the image quality



44



is optimized when the data are migrated with the correct velocity model (Al-Yahya, 1989). The



45



common idea is to optimize the coherency of reflection events in common-image gathers (CIGs)



46



via velocity-model-updating. These techniques are often referred as image-domain wavefield to-



47



mography. Unlike traditional ray-based reflection tomography methods, image-domain wavefield



3



48



tomography uses band-limited wavefields in the optimization procedure. Thus, this technique is



49



capable of handling complicated wave propagation phenomena such as multi-pathing in the sub-



50



surface. In addition, the band-limited character of the wave-equation engine more accurately ap-



51



proximates wave propagation in the subsurface and produces more reliable velocity updates than do



52



ray-based methods.



53



Wave-equation migration velocity analysis (Sava and Biondi, 2004a,b) is one variation of image-



54



domain wavefield tomography. The method linearizes the downward continuation operator and es-



55



tablishes a linear relationship between the model perturbation and image perturbation. The model



56



is inverted by exploiting this linear relationship and minimizing the image perturbation. Differen-



57



tial semblance optimization is another variation of image-domain wavefield tomography (Shen and



58



Symes, 2008). The idea is to minimize the difference of any given reflection between neighboring



59



offsets or angles by model updates. For differential semblance optimization, one important element



60



is the choice of the input image gathers. The theory is first introduced based on surface-offset gath-



61



ers (Symes and Carazzone, 1991). The concept is then generalized to space-lag (subsurface-offset)



62



(Shen and Calandra, 2005; Shen and Symes, 2008). Space-lag gathers have several advantages over



63



other types of gathers. First, space-lag gathers are obtained by wave-equation migration and have



64



fewer artifacts thanusually found in surface-offset gathers obtained by Kirchhoff migration, and



65



thus they are suitable for velocity analysis in complex subsurface areas (Stolk and Symes, 2004).



66



Second, the implementation using space-lag gathers is automatic in a way that no moveout picking



67



is required, which significantly reduced the human interference.



68



In practice, however, the use of space-lag gathers is limited by the computation and storage



69



requirements. In 3D, space-lag gathers need to compute the lags in both inline and crossline di-



70



rections. This leads to 5D image hypercubes which are too expensive to compute and store. Clapp



71



(2007) proposed using FPGAs to accelerate the space-lag gathers construction. Compressed sensing
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72



can also be used to reduce computation and storage cost, as proposed by Zhang et al. (2013). To



73



overcome the issues of space-lag gathers, we propose to use common-image-point gathers (CIPs)



74



as an alternative to space-lag gathers for image-domain wavefield tomography. The discrete sam-



75



pling of the point gathers provides a flexible way to extract the velocity information from the image



76



and facilitates target-oriented velocity updates. Furthermore, the sparse construction of the gathers



77



reduces computational cost and storage requirements, both are important in 3D applications. In ad-



78



dition, the algorithm used to pick the point gathers ensures that the gathers are sampled on reliable



79



reflection events. Other practical aspects regarding computational cost for image-domain wavefield



80



tomography fall outside the scope of this paper, e.g., I/O issue (Fei and Williamson, 2010).



81



We start the paper by introducing common-image-point gathers with focus on how to choose



82



the gather locations. We then discuss the theory of image-domain wavefield tomography and its



83



implementation with CIPs. Next, we introduce illumination weighting for the gathers aimed at



84



improving the robustness of the method. We use the Marmousi model to demonstrate that wavefield



85



tomography using sparsely sampled CIPs offers a more economical alternative to a conventional



86



approach using regularly sampled space-lag gathers for model building in complex subsurface areas.



THEORY



87



For clarity, we separate the theory section into three parts. We first discuss the picking algorithm to



88



sample CIPs in subsurface. We then explain the gradient computation for image-domain wavefield



89



tomography using CIPs. A synthetic example will be used to illustrate the flow as well. In the



90



third part, we explain the construction of the illumination-based weighting function which is used



91



to improve the robustness of the inversion.
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92



Gathers locations picking



93



The essential and key characteristic of CIPs is the sparse sampling of gathers along reflections in



94



subsurface. In contrast, space-lag gathers used in conventional approach are sampled in the whole



95



subsurface. This full sampling of the gathers substantially increase the cost and may degrade the



96



gathers if they are sampled on noise or artifacts. The sampling locations for CIPs are determined



97



using an image-guided automatic algorithm(Cullison and Sava, 2011). The algorithm first computes



98



the image planarity, structure-oriented semblance, and the amplitude envelope; then use the multi-



99



plication of these three measures as the priority map to guide the location picking. The priority map



100



ensures that the gathers are sampled on coherent and continuous reflection events in subsurface. In



101



such a way, we achieve a robust characterization of the velocity information from the images. The



102



sparsity of the gathers construction is enforced by using exclusion zones. The exclusion zones can



103



be generated using structure tensor and the size of the zones is user-defined. The actual gathers



104



location is selected using a greedy heuristic picking method in the order of priority map value.



105



Gradient computation



106



For the image-domain wavefield tomography method discussed here, the objective function is for-



107



mulated by applying the idea of DSO to CIPs. The gradient is computed by applying the adjoint-



108



state method (Plessix, 2006; Symes, 2009),



109



For simplicity, we discuss the derivation in the frequency-domain. We formulate the inverse



110



problem by first defining the state variables, through which the objective function is related to the



111



model parameters. The state variables for our problem are the source and receiver wavefields us
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112



and ur obtained by solving the following acoustic wave equation:





















0

L (x, ω, m)

 us (j, x, ω) fs (j, x, ω)





=

 ,





 



0

L∗ (x, ω, m) ur (j, x, ω)

fr (j, x, ω)



(1)



113



where fs is the source function, fr are the recorded data, j = 1, ...Ns , where Ns is the number of



114



shots, ω is the angular frequency, and x = {x, y, z} are the space coordinates. The wave operator L



115



and its adjoint L∗ propagate the wavefields forward and backward in time, respectively, using either



116



a one-way or two-way wave equation. In this formulation, we designate the operator L to be



L = −ω 2 m − ∆ ,



117



(2)



where ∆ is the Laplace operator, and m represents slowness squared.



118



Figure 1(a) shows the synthetic model used to illustrate the flow. The true model consists of



119



a Gaussian low-velocity anomaly in a constant background. A contrast at 1.6 km in the density



120



model is used to generate the reflections. The initial model is the constant background, and the



121



corresponding migrated image is shown in Figure 1(b). The imaged reflection is distorted due to the



122



missing anomaly in the initial model.



123



In the second step of the adjoint-state method, we first construct the objective function. Then,



124



the adjoint sources are derived based on the objective function, and used to model the adjoint-



125



state variables. As the objective function measures the image incoherency caused by model error,



126



minimizing the objective function simultaneously reconstructs the model and improves the image



127



quality. The objective function for DSO is defined as:



1

Hλ = kP (λ) r (x, λ) k2x,λ ,

2
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(3)



128



where

r (x, λ) =



XX



129



us (j, x − λ, ω)ur (j, x + λ, ω)



(4)



ω



j



the overline represents complex conjugate, and



P (λ) = |λ| ,



(5)



130



The penalty operator annihilates the focused energy at zero lags and highlights the defocusing at



131



non-zero lags.



132



For CIPs, Sava and Vasconcelos (2011) analyze the kinematic characteristics of reflections and



133



point out that reflections focus at zero space- and time-lags when the migration velocity is correct.



134



This feature is similar to that of space-lag gathers used in DSO. Therefore, we can define a DSO-



135



type objective function for CIPs as



1

Hλ,τ = kP (λ, τ ) r (c, λ, τ ) k2x,λ,τ ,

2



(6)



136



where r (c, λ, τ ) are CIPs sampled on locations c picked using the algorithm described in the pre-



137



vious section:

r (c, λ, τ ) =



XX

j



138



us (j, c − λ, ω)ur (j, c + λ, ω) e2iωτ



(7)



ω



P (λ, τ ) is

q

P (λ, τ ) = |λ|2 + (V τ )2 ,



(8)



139



where the space-lag vector λ = {λx , λy , 0}, V is a constant scalar. Figure 2(a) and Figure 2(b)



140



show two CIPs constructed in the middle of the reflector (Figure 1(b)) for true and initial models,



141



respectively. The energy is focused in the gathers for the true model, and vice versa for the initial
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142



model.The penalty operator is shown in Figure 2(c).



143



Given Hλ,τ in equation 6, the adjoint sources are computed as objective function’s derivatives



144



with respect to the state variables us and ur . To facilitate the derivation, we introduce an operator



145



T which represents the space shift applied to the wavefields and is defined as



T (λ) u (j, x, ω) = u (j, x + λ, ω) ,



146



(9)



Thus, the adjoint sources gs and gr are



gs (j, x, ω) =



X



T (λ) P (λ, τ ) P (λ, τ )r (x, λ, τ )T (λ) ur (j, x, ω) e−2iωτ



λ,τ



gr (j, x, ω) =



X



(10)

T (−λ) P (λ, τ ) P (λ, τ )r (x, λ, τ ) T (−λ) us (j, x, ω) e



−2iωτ



λ,τ



147



148



The adjoint state variables as and ar are the wavefields obtained by backward and forward

modeling respectively, using the corresponding adjoint sources defined in equation 10:





















∗

0

L (x, ω, m)

 as (j, x, ω) gs (j, x, ω)





=

 ,





 



0

L (x, ω, m) ar (j, x, ω)

gr (j, x, ω)



149



150



151



(11)



and L and L∗ are the same wave propagation operators used in equation 1.

The last step of the gradient computation is simply the correlation between state variables and

adjoint state variables:

∂Hλ,τ

=

∂m

X X ∂L 

j



ω



∂m



us (j, x, ω) as (j, x, ω) + ur (j, x, ω) ar (j, x, ω)



9







(12)

,
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