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I.3) 1) Let Q be the function that sends each integral domain to its field of quotients. To make

Q a functor we have to define how is acts on arrows. To it, consider a homomorphism of integral

domains φ : D → D0 . For any a/b ∈ QD, set (Qφ)(a/b) = φa/φb. It is easy to check that QD is

a field homomorphism, and that it respects composition and identity.

Now let A be the function that sends each Lie group to its associated Lie algebra. Again, we

must define how A acts on arrows. Suppose φ : G → G0 is a Lie group homomorphism. Since φ

is also a smooth map, it has a pushforward, φ∗ . Considering elements of the Lie algebra to be

left-invariant vector fields, we can define Aφ : AG → AG0 by (Aφ)(X) = φ∗ X for all X ∈ AG.

We have to check that (i) this map preserves left-invariance, (ii) it respects Lie brackets and (iii)

it respects composition.

(i): Pick X ∈ AG and g 0 ∈ G0 . Let g ∈ G satisfy φ(g) = g 0 (I’m not sure how to work

the problem without this assumption). We have to show: (Aφ)(X)g = (Lg )∗ (Aφ)(X)e . To it,

calculate: (Aφ)(X)g0 = φ∗ (X)g0 = φ∗ (Xg ) = φ∗ (Lg )∗ Xe = (Lφ(g) )∗ φ∗ Xe = (Lg0 )∗ (Aφ)(X)e .

(ii): Recall that [X, Y ] = XY − Y X. We have to shw that [(Aφ)X, (Aφ)Y ] = (Aφ)[X, Y ].

Two vector fields are equal just when they act the same (considered as derivations) on smooth

functions. So pick f ∈ C ∞ (G0 ) and calculate: [(Aφ)X, (Aφ)Y ](f ) = φ∗ X(φ∗ Y (f ))−φ∗ Y (φ∗ X(f )) =

φ∗ X(Y (f ◦ φ)) − φ∗ Y (X(f ◦ φ)) = X(Y (f ◦ φ) − Y (X(f ◦ φ) = [X, Y ](f ◦ φ) = (Aφ)[X, Y ](f ).

(iii): Let ψ : G0 → G00 be a second Lie group homomorphism. We have to show A(ψ ◦ φ) =

(Aψ) ◦ (Aφ). These maps are the same if they act the same on vector fields. So pick X ∈ AG

and calculate (Aψ) ◦ (Aφ)X = ψ∗ φ∗ X = (ψ ◦ φ)∗ X = A(ψ ◦ φ)X. So we’re done.

2) (Trivial)

3) a) If T is a functor between preorders, its object function must be monotonic. This is

because a functor takes arrows to arrows, which means p ≤ p0 =⇒ ∃ p → p0 =⇒ ∃ T p →

T p0 =⇒ T p ≤ T p0 . b) A functor between one object categories (where every arrow has an

inverse) can be viewed as a homomorphism between their respective groups of arrows because

functors preserve composition, indentity and inverse (these are precisely the group homomorphism axioms). c) Let T : G → Set be a functor where G is a one-object category. The object

function of T has one point in its image, a set which we can call X. Let n = |X|. Since each

arrow in G is inverible, the image of the arrow function of T is a collection of permutations of

X, closed under composition and inverses. That is, the image is isomorphic to a subgroup of Sn .

So T can be viewed as a homomorphism from G to Sn .

4) Suppose there were a functor T : Grp → Ab, sending each group to its center. Pick n &gt; 2

and let Sn be the symmetric group on n letters. Let a : S2 → Sn be any 1-1 homomorphism and

b : Sn → Sn /An the quotient map. Then b ◦ a : S2 → Sn /An is an isomorphism =⇒ T (b ◦ a) is

also an isomorphism from T S2 = S2 → T (Sn /An ) = Sn /An . But that is impossible, since the

center of Sn is trivial =⇒ T a is the trivial map =⇒ T (b ◦ a) = T b ◦ T a is the trivial map.

5) The idea is to find two different functorial arrow functions. The first can just be the

identity. For the second, pick any group G0 and a nontrivial automorphism φ of G0 . Define the

arrow function T as follows. For all f : G1 → G2 , let T f = f if G1 6= G0 6= G2 . If G1 = G0 , let

T f = f φ, if G2 = G0 let T f = φ−1 f and if G1 = G0 = G2 let T f = φ−1 f φ. It is easy to check

that T so defined is a functor.
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I.4) 1) For S a fixed set, define a functor T : Set → Set by T X = X S and T (f : X → Y ) =

f



g



f ◦() : X S → Y S . T is a functor because from the diagram X −

→Y −

→ Z and any map h : S → X

we have T (f ◦ g)(h) = f ◦ g ◦ h = f ◦ T g(h) = T f ◦ T g(h) and T iX (h) = iX ◦ h = h. That is, T

respects composition and identity. Evidently X 7→ X × S is also a functor. So composing with

T , we obtain T 0 : Set → Set where T 0 X = X S × S.

eX

X

XS × S

X

For each set X, let eX : T 0 X → X denote the arrow in Set

S

0

defined by eX (h, s) = h(s) for all (h, s) ∈ X × S = T X. I

f

T 0f

f

claim X 7→ eX is a natural transformation between T 0 and the

eY

identity functor on Set. To prove naturality, we have to show

Y

YS ×S

Y

that the diagram on the right commutes:

To it, pick (h, s) ∈ X S × S and compute f ◦ eX (h, s) = f (h(s)) = (f ◦ h)(s) = eY (f ◦ h, s) =

eY ◦ T 0 f (h, s). So everything checks out, and we’re done.

2) The function on objects TH = H ×: Grp → Grp can be extended to arrows by setting

(for any f : G → G0 and (h, g) ∈ H × G) TH f (h, g) = (h, f (g)). It is easy to check that T is a

functor. Now fix f : H → K.

G

f0

G0



H ×G



(f, idG )



TH f 0

H × G0



K ×G

TK f 0



(f, idG0 )



K × G0



I claim function assigning each group G to the arrow

H × G → K × G defined by (h, g) 7→ (f (h), g) is a natural transformation between TH and TK . This is true

because the diagram below commutes: as can be seen by

the equation: (f, idG0 ) ◦ TH f 0 (h, g) = (f, idG0 )(h, f 0 (g)) =

(f (h), f 0 (g)) = TK f 0 (f (h), g) = TK f 0 ◦ (f, idG )(h, g).



3) Let b and c be the single object of B and C respectively. Suppose τ : S → T is a natural

transformation. τ takes objects to arrows, so taub = h : c → c. The naturality of τ implies that

for all g : b → b, T g ◦ h = h ◦ Sg =⇒ T g = h ◦ Sg ◦ h−1 = h(Sg)h−1 .

4) Suppose τ : S → T is a natural transformation. Then for each c ∈ C, there is an arrow

τ c : Sc → T c =⇒ Sc ≤ T c. Conversely, if for each c ∈ C, Sc ≤ T c then there is a unique arrow

τ c : Sc → T c. τ (so defined) is natural because for any arrow f : c → c0 in C, the composites

τ c0 ◦ Sf 0 : Sc → T c0 and T f ◦ τ c : Sc → T c0 exist and are equal by uniqueness of arrows in P .

5) Let S, T : C → B be functors and τ : S → T a natural transformation between them. τ

can be extended to on arrows by setting (for any arrow f : c → c0 in C) τ f = τ c0 ◦ Sf = T f ◦ τ c.

f



g



This assignment satisfies the following property: for every composable pair, c −

→ c0 −

→ c00 ,

00

T g ◦ τ f = T g ◦ (T f ◦ τ c) = T (g ◦ f ) ◦ τ c = τ (g ◦ f ) = τ c ◦ S(g ◦ f ) = τ g ◦ Sf . (I’m skipping

the converse because the argument is exactly the same in reverse.)

6) This problem involves a lot of technical details that look no fun to verify. I will outline the

general idea: Let VfinF be the category of finite-dimensional F -vector spaces. For each object

in VfinF fix a basis. Define a functor S : VectF → MatrF by V 7→ dim V and f 7→ Sf where

Sf is the matrix representation of f induced by the fixed bases on its domain and codomain.

Similarly, define a functor T : MatrF → VectF by n 7→ F n and M 7→ T M where T M is the

linear transformation indiced by the matrix M . It is easy to construct isomorphisms from T ◦ S

and S ◦ T to the identity functors and tedious to check their naturality. I will skip that step.
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I.5) 1) Let i : Q → R be the inclusion map, considered as an arrow in Top. Since i is 1-1 as

a map of sets, it is automatically a mono. Now suppose X is a space with maps f, g : R → X

satisfying f ◦ i = g ◦ i. Pick p ∈ R and let qi be a sequence of rationals that converge to p. Since

f and g are continuous , f (p) = lim f (qi ) = lim f ◦ i(qi ) = lim g ◦ i(qi ) = lim g(qi ) = g(p). So

f = g =⇒ i is epi. However, it’s clear that i is not invertible because that would make it a

homeomorphism, which is absurd.

2) (Trivial) (Exercise (9) is also trivial, so it’s ommitted).

3) Suppose g ◦ f is monic. Let p, g be arrows such that f ◦ p = f ◦ q. Then g ◦ f ◦ p =

g ◦ f ◦ q =⇒ p = q =⇒ f is monic. g need not be monic, however. For example, in Grp we can

make f : Z → Z × Z the diagonal map and g : Z × Z → Z projection onto the first coordinate.

g ◦ f is the identity which is clearly a mono, but g is not a mono.

4) Let f, g : Q → R be a pair of ring homomorphisms that agree on Z. Then for any p/q ∈ Q,

f ( pq ) = f ( 1q )f (p) = f ( 1q )g(p) = f ( 1q )g(pq)g( 1q ) = f ( 1q )f (pq)g( 1q ) = f (p)g( 1q ) = g(p)g( 1q ) = g( pq ).

That is, f = g. This shows that Z ,→ Q is an epi.

5) Let φ : G → H be in epi in Grp, and set M = φ(G). I claim M = H. Suppose

not. If M has index two, it is automatically normal and we can form the projection map

π : H → H/M . If τ : H → H/M is the trivial homomorphism, then τ ◦φ(G) = π ◦φ(G) = idH/M

but τ 6= π, a contradiction. If the index of M is greater than two, we can find u, v ∈ H such

that M u 6= M v 6= M . Let PH be the permutation group on the elements of H. Denote by

σ the permutation which transposes xu and xv for each x ∈ M . Define a map ψ : H → PH

by ψ(h) = ψh = (left multiplication by h), and define a companion map ψ 0 : H → PH by

ψ 0 (h) = σ −1 ψh σ. Now pick any m ∈ M . I claim ψ(m) = ψ 0 (m). Elements of PH are equal

when they do the same thing to every element of H. So in our case it’s enough to check that

ψ(m)(xv) = ψ 0 (m)(xv) and the same for xu for each x ∈ M . To it, fix such an x and calculate

ψ 0 (m)(xv) = σ −1 ψm σ(xv) = σ −1 ψm xu = σ −1 (mxu) = (mx)v = ψm (xv) = ψ(m)(xv). A similar

calculation shows ψ(m)(xu) = ψ 0 (m)(xu). Thus, ψ|M = ψ 0 |M =⇒ ψ ◦ φ = ψ 0 ◦ φ. But ψ 6= ψ 0

as can easily be seen, contradicting the fact that φ is epic. So φ must be surjective.

6) Let f : X → X be an idempotent in Set. Let Y = f (X) ⊂ X. Then f |Y = 1Y =⇒ f =

1|Y ◦ f and f ◦ 1Y = 1Y =⇒ f splits.

7) If g is a left inverse for f , f gf = f (gf ) = f (1) = f , and if it’s a right inverse, f gf =

(f g)f = (1)f = f . Either way, f is regular. Now let f : X → Y be any arrow in Set. Fix some

element x0 ∈ X (if X is empty, the problem is trivial). Define a map g : Y → X piecewise.

Choose y ∈ Y . If y 6∈ f (X) set g(y) = x0 . Otherwise, pick any elemeny xy ∈ f −1 (y) and set

g(y) = xy (this is possible by the axiom of choice). Then for all x ∈ X, f gf (x) = f (xf (x) ) =

f (x) =⇒ f gf = f =⇒ f is regular.

8) Let C be the category described. I claim that hN, 0, si is initial in C (where s is the

successor function). To see why, pick any other object hX, e, ti. Define a function f : N → X by

f (n) = tn (e) for each n ∈ N. Since f (0) = t0 (e) = e and f s(n) = f (n + 1) = tn+1 (e) = tf (n)

for all n, f induces an arrow, hN, 0, si → hX, e, ti in C. I’ll prove that f is unique by induction.

Suppose g : hN, 0, si → hX, e, ti is any other arrow and suppose f (n − 1) = g(n − 1) (thinking of

f and g as maps N → X). Then g(n) = gs(n − 1) = tg(n − 1) = tf (n − 1) = f s(n − 1) = f (n).

The base case is covered by the requirement that g(0) = e, so we’re done.



4



II.3) 1) For groups and monoids, replace h , i with ( , ) and you’re basically done. For sets,

pairs of objects in the product category correspond 1-1 with pairs of elements in the product

set. Since the original categories has identity arrows only, their product will as well.

2) Suppose P1 and P2 are preorders. Pick arrows aj : pj → p0j , j = 1, 2 in each. Since these

arrows are unique, the arrow ha1 , a2 i : hp1 , p2 i → hp01 , p02 i is unique in P1 × P2 . Since every arrow

in P1 × P2 is obtained this way, all such arrows are unique (i.e. the only ones in their respective

hom-sets), =⇒ P1 × P2 is also a preorder.

3) Form the category Πi Ci as follows: For objects, take the functions O assigning to each

i ∈ I an object in Ci . Take as arrows the functions A assigning to each i ∈ I an arrow in Ci . Then

A : O → O0 when A(i) : O(i) → O0 (i) for all i ∈ I and A ◦ A0 = A00 when A(i) ◦ A0 (i) = A00 (i)

for all i ∈ I. This is evidently a category, on which we can define projections Pi by the rule

Pi (O) = O(i) and Pi (A) = A(i). Πi Ci satisfies the following universal property: For any category

D and functors Fi : D → Ci , i ∈ I, there is a unique functor F : D → Πi Ci satsfying Fi = Pi ◦ F

for all i ∈ I.

4) Let T : MatrK → MatrK act as the identity on objects and by transposition on arrows.

That is, for each matrix M , let T M = M t . T takes the identity matrix to itself, it reverses domain

and codomain, and for any composable pair hB, Ai, T (BA) = (BA)t = At B t = T (A)T (B). So

T is a functor MatrK → MatrK op . And since T ◦ T = 1MatrK , it gives a natural isomorphism

between MatrK and MatrK op .

5) Define a functor F : Top → Rng as follows. For each object X ∈ Top, let F X =

Hom(X, R). Since the product and sum of continuous real-valued functions is again continuous,

F X forms a ring with additive identity f (X) ≡ 0. Likewise, for each arrow f : X → Y in Top,

let F f be the function defined by F f (g) = g ◦ f for all g ∈ Hom(X, R). Since the composition

of continuous maps is continuous, g ◦ f ∈ Hom(Y, R). And since F f (g1 + g2 ) = (g1 + g2 ) ◦ f =

g1 ◦ f + g2 ◦ f = F f (g1 ) + F f (g2 ) (a similar calculation holds for g1 g2 ), F f is evidently a ring

homomorphism. Finally, for hf1 , f2 i composable, F (f1 ◦ f2 )(g) = g ◦ f1 ◦ f2 = F f2 (g ◦ f1 ) =

(F f2 ) ◦ (F f1 )(g). So F is a contravariant functor.

II.4) 1) Let R be a ring. We may consider R to be an Ab-category with one object (call it

“c”) by associating to each r ∈ R an arrow r˜ : c → c such that Hom(c, c) inherits the abelian

group structure of R and composition of arrows is given by multiplication in R: r˜1 ◦ r˜2 =

R

rg

consisting

1 r2 . (From here on out I’ll drop the tildes). Let C be the subcategory of Ab

of functors F : R → Ab which satisfy the following property: for every pair of arrows r1 , r2

in R, F (r1 + r2 ) = F r1 + F r2 . I claim that (i) every object in C is an R-module, (ii) every

R-module can be thought of as an object in C, (iii) the arrows (i.e. natural transformations) in

C correspond to R-module homomorphisms, and (iv) C is a full subcategory.

i) Let F : R → Ab be in C where F R = G. For all arrows r1 , r2 in R and elements x, y ∈ G,

1. F r1 (x + y) = (F r1 )x + (F r1 )y

since F r1 is a group homomorphism

2. F (r1 + r2 )x = (F r1 )x + (F r2 )x

by the criterion for membership in C

3. F (r1 r2 )x = (F r1 )(F r2 )x = F r1 ((F r2 )x)

since F is a functor

4. (F 1R )x = idG (x) = x

again because F is a functor.

Therefore the action of R on G induced by F turns G into an R-module.

ii) Let M be an abelian group with the structure of an R-module. Let F : R → Ab act on
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objects by sending the single object in the category R to M ∈ Ab and on arrows by F r = fr

where fr : M → M is defined by fr (x) = rx. The axioms for a module ensure that F is a

functor and that it preserves addition (i.e. F (r1 + r2 ) = F r1 + F r2 ). So F ∈ C. Indeed, M

(considered as an R-module) is - in a sense - snynonymous with F .

(iii) Let F, S : R → Ab be in C and τ : F → S a natural transformation (that is, let τ be

an arrow in C). Again letting c denote the single object in R, τ is completely described by

the arrow τ c : F c → Sc, which is a homomorphism of groups. To check that τ is a

homomorphism of R-modules, we need, for every r in R and g ∈ Sc, τ c((F r)g) = Sr((τ c)g).

But this is precilsely the statement that τ is natural. Similarly it can be shown that every

R-module homomorphism induces a unique natural transformation between functors in C.

(iv) C is a full subcategory of AbR when, for every pair F, S ∈ C, HomC (F, S) = HomAbR (F, S).

Since we made no restriction on which arrows were allowed in C, this is automatically satisfied.

2) For B any cateogry and X a set (discrete category) with n elements, I claim B X ∼

=

B × · · · × B (n times). To see why, label the elements of X 1,2...,n. Any function of objects,

F : X → B is automatically a functor because the composition of identity arrows is again an

identity arrow. By the same token, every functor X → B is uniquely characterized by its action

on objects. So there is a bijection between functors F : X → B and n-tubles: (T (1), ...., T (n)),

which are precisely the objects of B × · · · × B. Now suppose τ : F1 → F2 is an arrow in

B X (i.e. a natural transformation between functors). Then τ assigns to each j ∈ X an arrow

τ j : F1 (j) → F2 (j). These arrows form an n-tuple (τ 1, ..., τ n), which is just an arrow between

the n-tuples formed by F1 and F2 in the category B × · · · × B.

3) By the same argument as above, AbN is the infinite product Πi∈N Ab (as defined in

problem II.3 (3)). More explicitly, it is the category with objects, sequences od abelian groups

and arrows sequences of homomorphisms.

4) For P and Q preorders, QP is the category whose objects are monotonic functions f : P →

Q and whose arrows are pairs of functions hf, f 0 i such that f 0 ≥ f in the sense that f 0 p ≥ f p

for all p ∈ P . It is evident from this description that QP is also a preorder.

5) (Trivial)

6) The objects of (MatrK )2 are precisely the arrows of MatrK , that is - K-valued matrices.

Suppose τ : M → N is an isomorphism of objects in (MatrK )2 with inverse τ −1 . If 0 and 1 are

the two objects in 2 and ↓: 0 → 1 the one non-identity arrow, τ 0 and τ 1 are matrices satisfying

(by naturality) the equation τ 1(M ↓) = (N ↓)τ 0 =⇒ (M ↓) = τ 1−1 (N ↓)τ 0. Which is to say,

(M ↓) and (N ↓) are equivalent.

Let c be the single object in M , and m : c → c the generator of its arrows. The objects

M

of (MatrK ) are pairs consisting of an object n ∈ MatrK and an arrow a : n → n. That is,

square matrices. If τ is a natural isomorphism between two such pairs hn, ai and hn0 , a0 i then by

naturality, we must have (τ c)a = a0 (τ c) =⇒ a = (τ c)−1 a0 (τ c) =⇒ a and a0 are similar.

7) Let C, B be any categories and H : C → B 2 a functor. Again let 0, 1 and ↓ denote the

objects and arrow of 2. For each arrow and pair of objects, e : d → d0 in C, H produces a pair of

objects and an arrow between them in B 2 , which is to say, a commutative square, as in diagram

on the left below. Define a pair of functors, S, T : C → B and natural transformation τ : S → T

as in shown in diagram the right below (which is just a relabling of the one on the left).
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d



H(d)(↓)



H(d)(0)



H(d)(1)



H(e)(a)



e

d0



S(d)



H(e)(b)



H(d0 )(0)



H(d0 )(↓)



H(d0 )(1)



τ (d)



T (d)



S(e)

S(d0 )



T (e)

τ (d0 )



T (d0 )



(In the left-hand diagram, think of H(d) and H(d0 ) as functors 2 → B and H(e) as a natural

transformation between them.) To see that S and T are indeed functors, let e0 : d0 → d00 be

an additional object and arrow in C. Since H is a functor, H(e0 ◦ e) = H(e0 ) ◦ H(e), which

means in particular that S(e0 ◦ e) = H(e0 ◦ e)(0) = H(e0 )(0) ◦ H(e)(0) = S(e0 ) ◦ S(e) and

T (e0 ◦ e) = H(e0 ◦ e)(1) = H(e0 )(1) ◦ H(e)(1) = T (e0 ) ◦ T (e).

Now suppose we start out with a pair of functors S and T and a natural transofrmation

τ : S → T . Define a functor H : C → B 2 as follows: For each object d ∈ C, let H(c) be the

functor H(d) : 2 → B defined by H(d)(0) = S(d), H(d)(1) = T (d) and H(d)(↓) = τ d. And for

each arrow e : d → d0 in C, let H(e) be the arrow in B 2 (i.e. pair of arrows in B) hS(e), T (e)i.

(In other words, from the diagram on the top right, define H as in its relabling on the top left).

It is not hard to verify that H is indeed a functor, so we now have a bijection: H 7→ hS, T, τ i.

8) Define a functor E : B 2 × 2 → B (E for“evaluation”) as follows: For each object (X, i) ∈

B ×2 let E(X, i) = X(i) and for each arrow τ : X → Y in B 2 let E(τ, ↓) = τ 1◦X(↓) = Y (↓)◦τ 0.

Thinking of × 2 : Cat → Cat as a functor, I claim E ◦ (H × 2) = F . (Where F is the functor

described in equation II.3 (6)).
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II.5) 1) Let F : A × B → C be an arrow in Cat (i.e. a functor between categories). Define

a functor F 0 : A → C B as follows: For each object c ∈ A, let F 0 c : B → C be the functor

defined on objects by F 0 c(b) = F (c, b) and on arrows by F 0 c(g) = F (1c , g) (since F honors

composition in the second coordinate, F 0 c does as well). Similarly, for each arrow f : c → c0

in A, let F 0 f : F 0 c → F 0 c0 be the natural transformation which sends each object b ∈ B to the

arrow F (f, 1b ). To see that F 0 f is natural, it’s enough to check that the diagram on the left

below commutes, which is immediate from the functoriality of F .

F (f, 1b )

F 0 (f )(b)

F (c, b)

F (c0 , b)

F 0 (c)(b)

F 0 (c0 )(b)

b

g



F (1c , g)

b0



F (c, b0 )



F (1c0 , g)

F (f, 1b0 )



F 0 (c)(g)



F 0 (c0 )(g)

0



F (c0 , b0 )



F 0 (c)(b0 )



0



F (f )(b )



F 0 (c0 )(b0 )



To prove that F 0 is a functor, we have to show that it preserves composition. That is, for an

additional object and arrow f 0 : c0 → c00 , we need F 0 (f 0 ◦ f ) = F 0 (f 0 ) ◦ F 0 (f ). But this is evident

from the equality F (f 0 , 1b ) ◦ F (f, 1b ) = F (f 0 ◦ f, 1b ) which clearly holds for every b ∈ B.

Going in the other direction, let F 0 : A → C B be an arrow in Cat (which again is a functor

between categories). Define a functor F : A × B → C as follows. For each object hc, bi ∈ A × B,

let F (c, b) = F 0 (c)(b) and for each arrow hf, gi : hc, bi → hc0 , b0 i let F (f, g) be the diagonal

in the diagram on the right above. If hf 0 , g 0 i : hc0 , b0 i → hc00 , b00 i is an additional object and

arrow in A × B thenF (hf 0 , g 0 i ◦ hf, gi) = F(f 0 ◦ f, g 0 ◦ g) = F 0 (c00 )(g 0 ◦ g) ◦ F 0(f 0 ◦ f )(b) =

F 0 (c00 )(g 0 ) ◦ F 0 (c0 )(g) ◦ F 0 (f 0 )(b0 ) ◦ F 0 (f )(b) = F 0 (c00 )(g 0 ) ◦ F 0 (f 0 )(b0 ) ◦ F 0 (c0 )(g) ◦ F 0 (f )(b) =

F (f 0 , g 0 ) ◦ F (f, g). Therefore F is indeed a functor.
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We now have a bijection ϕ : Cat(A × B, C) → Cat(A, C B ). To check that ϕ is natural, we

˜ T˜

have to show that for functors S : A → A0 , T : B → B 0 , and Q : C → C 0 and the functors, S,

˜ they induce on Cat(A × B, C) and Cat(A, C B ), the following diagram commutes:

and Q

Cat(A × B, C)



S˜



φ

Cat(A, C B )



Cat(A0 × B, C)



T˜



Cat(A0 × B 0 , C)



Cat(A0 × B 0 , C 0 )

φ



φ



φ

S˜



˜

Q



Cat(A0 , C B )



T˜



0



Cat(A0 , C B )



˜

Q



Cat(A0 , C 0



B0



)



(I’m not sure how to check this except for a very long and tedious computation that I don’t

want to do. Is there are a more elegant way? Can I say that the isomorphism must be natural

because its definition didn’t depend on the particularities of the categories it was defined on?)

In any case, If we denote by F the functor × B : Cat → Cat and by G the functor

( )B : Cat → Cat we can say: There is a bijection Cat(F A, C) ∼

= Cat(A, GC) natural in

A, C ∈ Cat, which is precisely the statement that G is a right adjoint for F . That is, ( )B is a

right adjoint for × B.

2) (I’m going to skip this because it’s very similar to the previous problem)

3) ◦ evidently acts on objects by taking pairs of functors to their horizontal composites. and

identity arrows to identity arrows. To check that it preserves composition, consider the following

hτ 0 ,σ 0 i



hτ,σi



objects and arrows in AB × B C : hS, T i −−−→ hS 0 , T 0 i −−−−→ hS 00 , T 00 i. Then ◦(hτ 0 , σ 0 i · hτ, σi) =

◦(τ 0 · τ, σ 0 · σ) = τ 0 · τ ◦ σ 0 · σ = (τ 0 ◦ σ 0 ) · (τ ◦ σ) = ◦(σ 0 , τ 0 ) · ◦(σ, τ ). So ◦ is a functor.

4) If τ ◦ σ is the path which traverses σ on [0, 1/2] and τ on [1/2, 1], then when t ∈ [0, 1/2],

(τ 0 · σ 0 ) ◦ (τ · σ)(t) = (τ · σ)(2t) = (τ 2t)(σ2t) = (τ 0 ◦ τ ) · (σ 0 ◦ σ)(t) and when t ∈ [1/2, 1],

(τ 0 · σ 0 ) ◦ (τ · σ)(t) = (τ 0 · σ 0 )(2t − 1) = (τ 0 (2t − 1))(σ 0 (2t − 1)) = (τ 0 ◦ τ ) · (σ 0 ◦ σ)(t) =⇒ ◦ and ·

satisfy the interchange law.

5) Choose x ∈ S and suppose x · x0 = x0 · x = e. Then e = x · x0 = (x ◦ e) · (e ◦ x0 ) =

−1

(x · e) ◦ (e · x0 ) = x ◦ x0 . So for each x there is a unique

 x −1inverse to x in both operations. It

−1

follows that for any x, y ∈ S, x · y = (x · e) ◦ (y · y

· (x · x) ◦ (y · e) 

= (x ◦ y) · (e ◦ y −1 ) · ((x−1 ◦ e)

 · (x ◦ y)

−1

−1

= (x ◦ y) · (e ◦ y ) · (x ◦ e) · (x ◦ y)

= (x ◦ y) · (e · x−1 ) ◦ (y −1 · e) · (x ◦ y)

= (x ◦ y) · (x−1 ◦ y −1 ) · (x ◦ y) = x ◦ y.

So ◦ and · are identical. Furthermore, since x◦y = (e·x)◦(y ·e) = (e◦y)·(x◦e) = y ·x = y ◦x,

they are both commutative.

6) Exercise (4) says that in a topological group, G composition of loops (from the identity e)

and pointwise multiplication of loops satisfy the interchange law. Let S from exercise (5) be the

set of loops from e in G. The trivial loop at e is an identity for ◦ and ·, so exercise (5) implies

both operations are commutative. In particular, composition of paths in G is commutative. This

fact extends easily to composition of homotopy classes of paths, so we can deduce that π1 (G) is

abelian.
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˜ T˜ : A × Aop → Set on objects by I(a,

˜ b) = HomA (a, b) and T˜(a, b) =

7) Define functors I,

HomD (T a, T b). Let τ take each pair (a, b) to the associated arrow function of T , Ta,b :

HomA (a, b) → HomD (T a, T b). I claim that τ is natural. To see why, let hf, g ∗ i : ha, bi → ha0 , b0 i

be an arrow in A × Aop (where g ∗ : b → b0 in Aop is dual to g : b0 → b in A). We have to show

that the following diagram commutes:

ha, bi

hf, g ∗ i



HomA (a, b)



τ (a, b)



˜ g∗ )

I(f,



T˜(f, g ∗ )

0



ha0 , b0 i



HomD (T a, T b)



HomA (a0 , b0 )



0



τ (a , b )



HomD (T a0 , T b0 )



˜ g ∗ )(d) = τ (a0 , b0 )(f ◦ d ◦ g) =

To it, pick d ∈ HomA (a, b) and compute: τ (a0 , b0 ) ◦ I(f,

∗

∗

T (f ◦ d ◦ g) = T f ◦ T d ◦ T g = T˜(f, g )(T d) = T˜(f, g ) ◦ τ (a, b)(d).

8) For Set, the monoid described is trivial, consisting only of the identity transformation. To

see why, pick any τ : ISet → ISet , let S be any set and x ∈ S an arbitrary element. If f : S → S is

the map sending every element to x, then by naturality of τ , τ S(x) = τ S ◦ f (x) = f ◦ τ S(x) = x.

For Grp, the monoid consists of two natural transformations: the identity, and the trivial

transfromation τ0 which acts on every group by τ0 G(g) = 1G for all g ∈ G. To see why,

suppose τ : IGrp → IGrp is a natural transformation and g ∈ G an element of any group.

If hgi denotes the cyclic subgroup of G generated by g and ι : hgi → G the corresponding

inclusion, then (necessarily) τhgi (g) = g j for some j ∈ Z, whence τG (g) = τG (ι(g)) = τG ◦ ι(g) =

ι ◦ τhgi (g) = ι(g j ) = g j . If hσi is any other cyclic group with order ≥ j, naturality across the

map g 7→ σ implies τhσi (σ) = σ j . When G is the free group on generators a and b, this says

(ab)j = τG (ab) = τG (a)τG (b) = aj bj =⇒ j ∈ {0, 1}. And we’re done.

For Ab the monoid the free monoid on one generator (isomorphic to (Z, +)). Why? Well by

the argument above, any natural transformation τ : IAb → IAb would have act on all elements of

all groups by g 7→ g j for some fixed j. In an abelian group this map is always a homomorphism,

so the monoid consists of one natural transformation for each j with composition as in (Z, +).

II.6) 1) A commutative K-algebra is a commutative ring A together with a homormorphism

A : K → A, that is, an arrow fA : K → A, or an element of the comma category (K ↓ CRng).

A K-algebra homormorphism φ : A → A0 is a ring homorphism that commutes with the action

of K. In other words, φ has to satisfy φ(fA (r)x) = fA0 (r)φ(x) for all x ∈ A and r ∈ K.

Since φ(fA (r)x) = φ ◦ fA (r)(x) the latter property holds just when φ ◦ fA = fA0 , that is, when

φ : hfA , Ai → hfA0 , A0 i is an arrow in (K ↓ CRng).

2) Construct a functor T : C → (C ↓ t) as follows: For each c ∈ C, let T c = hc, tc i where

tc : c → t is the unique terminal arrow from c. For each arrow f : c → c0 in C, uniqueness of

tc implies tc = tc0 ◦ f (where tc0 is the terminal arrow of c0 ), so we can form a corresponding

arrow T f : hc, tc i → hc0 , tc0 i in (C ↓ t). T clearly preserves composition. In the other direction,

we can define a functor T −1 : (C ↓ t) → C on objects by T −1 (hc, tc i) = c and arrows by

T −1 (f : hc, tc i → hc0 , tc0 i) = f : c → c0 . T −1 is evidently well-defined, and it’s easy to see that

T ◦ T −1 = 1(C↓t) and T −1 ◦ T = 1C =⇒ C ∼

= (C ↓ t).
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3) Diagram (5) (II.6) is reproduced on the left below and diagram (6) with arrows on the

right.

hk, hi : he, d, f i → he0 , d0 , f 0 i



(T ↓ S)

P

E



T



C



Q



R

C d0



C2



C d1



C



P

S



D



h



T



Tk



Q



R

C d0



hT k, Shi : f → f 0



C d1



Sh



S



k



4) (In this problem, let P , Q and R be the projections pictured in the diagrams above.)

Let T, S : D → C be functors and τ : T → S a natural transformation. Define a functor

τ˜ : D → (T ↓ S) as follows: For each object d ∈ D, let τ˜d = hd, d, τ di and for each arrow

f : d → d0 in D, let τ˜f = hf, f i : hd, d, τ di → hd0 , d0 , τ d0 i. Since τ d0 ◦ T f = Sf ◦ τ d (by

naturality) hf, f i is kosher as an arrow in (T ↓ S). τ˜ evidently preserves composition, so it is a

functor. It should be plain to the reader that τ˜ satisfies the additional property: P τ˜ = Q˜

τ = 1D .

Going in the other direction, suppose we are given a functor τ˜ : D → (T ↓ S) such that P τ˜ =

Q˜

τ = 1D . If d ∈ D is any object, the latter equality implies τ˜d = hP τ˜d, Q˜

τ d, R˜

τ di = hd, d, R˜

τ di,

and if f is any arrow in D, it implies τ˜f = hP τ˜f, Q˜

τ f i = hf, f i. With that in mind, define a

natural transformation: τ : T → S as follows: For each d ∈ D let τ d = R(˜

τ d). To check that

τ really is natural, pick any arrow f : d → d0 . The statement that τ˜f = hf, f i is an arrow in

(T ↓ S) is equivalent to the statement that the diagram below on the left commutes, which in

turn is equivalent to the statement that τ is natural.

Tf



S(P τ˜d) = Sd

R(˜

τ d) = τ d



hd, d, τ di



hf, f i



Td

hd0 , d0 , τ d0 i



τ d0



τd

Sf



T (Q˜

τ d) = T d



Sd



T d0



Sd0



5) Define a functor L : X → (T ↓ S) as follows: For each object c ∈ X, let Lc =

hP 0 c, Q0 c, R0 ci. By commutativity of the diagram in the problem, C d0 ◦ R0 = T ◦ P 0 and

C d1 ◦ R0 = S ◦ Q0 , so R0 c is an arrow: T P 0 c → SQ0 c and Lc (as written) is a well-defined

object in (T ↓ S). Similarly, for each arrow f : c → c0 in X, let Lf = hP 0 f, Q0 f i. Keeping in mind that arrows in C 2 are precisely commutative squares in C, we can calculate

R0 c0 ◦ T (P 0 f ) = R0 c ◦ C d0 (R0 f ) = C d1 (R0 f ) ◦ R0 c0 = S(Q0 f ) ◦ R0 c0 which means Lf (as written)

is a well-defined arrow in (T ↓ S). If f 0 : c0 → c00 is an additional arrow and object in C, then

L(f 0 ◦ f ) = hP 0 (f 0 ◦ f ), Q0 (f 0 ◦ f )i = hP 0 f 0 ◦ P 0 f, Q0 f 0 ◦ Q0 f i = hP 0 f 0 , Q0 f 0 i ◦ hP 0 f, Q0 f i =

Lf 0 ◦ Lf =⇒ L is, indeed, a functor. It is easy to see that P 0 = P L, Q0 = QL and R0 = RL as

desired, and that these three equations determine L uniquely.



10



6) a) Let F : (C E )op × (C D ) → Cat be the functor defined on objects by F (T, S) = (T ↓ S).

We can extend F to arrows as follows: Let τ : T 0 → T and σ : S → S 0 be natural transformations

such that hτ, σi : hT, Si → hT 0 , S 0 i is an arrow in (C E )op × (C D ). We need to construct a functor

F (τ, σ) = Fτ,σ : (T ↓ S) → (T 0 ↓ S 0 ). To it, pick any object he, d, f i ∈ (T ↓ S) and set

Fτ,σ (he, d, f i) = he, d, σd ◦ f ◦ τ ei (the reader can check this is well-defined from the top row

of the diagram below.) Similarly, if hk, hi : he, d, f i → he0 , d0 , f 0 i is an arrow in (T ↓ S), set

Fτ,σ (hk, hi) = hk, hi. hk, hi is a well-defined arrow in (T 0 ↓ S 0 ) if the outer rectangle in the

diagram below commutes:

T 0e



τe



T 0k

T 0 e0



f

Te

Tk



τe



0



T e0



Sd

f0



σd



S0d

S0h



Sh

0



Sd0



σd



S 0 d0



The center square commutes by definition of an arrow in (T ↓ S) and the outer squares commute

by naturality of τ and σ. Therefore Fτ,σ = F (τ, σ) is well-defined on arrows. And since it acts

as the identity on arrows, F (τ, σ) (trivially) preserves composition, which means it’s a functor.

To prove that F itself is a functor, let τ 0 : T 00 → T 0 and σ 0 : S 0 → S 00 be another pair of

natural transformations such that hτ 0 , σ 0 i : hT 0 , S 0 i → hT 00 , S 00 i is an arrow in (C E )op ×(C D ). (In

what follows I’m going to use a dot instead of a circle for composition of natural transformations).

Let G : (T ↓ S) → (T 00 ↓ S 00 ) denote the functor F (hτ 0 , σ 0 i · hτ, σi) and pick any objects and

arrows hh, ki : he, d, f i → he0 , d0 , f 0 i in (T ↓ S). Noting that hτ 0 , σ 0 i · hτ, σi = hτ · τ 0 , σ 0 · σi,

we can compute: G(he, d, gi) = he, d, (σ 0 · σ)d ◦ f ◦ (τ · τ 0 )ei = he, d, σ 0 d ◦ σd ◦ f ◦ τ e ◦ τ 0 ei =

Fτ 0 ,σ0 (he, d, σ 0 d ◦ f ◦ τ ei) = Fτ 0 ,σ0 ◦ Fτ,σ (he, d, f i), and G(hk, hi) = hk, hi = Fτ 0 ,σ0 ◦ Fτ,σ (hk, hi).

So F (hτ 0 , σ 0 i · hτ, σi) = G = Fτ 0 ,σ0 ◦ Fτ,σ =⇒ F is a functor.

b) I’m not sure about the exact way to go about this. Should my functor be defined on

Cat × Cat × Cat? Is the goal to show that it’s natural?

II.7 1) If G is a graph with vertices O and edges A, define its opposite, G0 by creating a new

pair of domain and codomain functions defined by ∂00 f = ∂1 f and ∂10 f = ∂0 f . Since G0 and G

share a vertex set and since the paths in G0 are the paths in G traveled in reverse, it is easy to

see that CG0 = (CG )op .

Now suppose Gi : i = 1, 2 are two graphs with vertices Oi and edges Ai . Form a new graph

G1 × G2 by extending ∂0 and ∂1 to the cartesian products: A1 × A2 and O1 × O2 as follows:

∂i (f1 , f2 ) = (∂i f1 , ∂i f2 ) : i = 0, 1. CG1 ×G2 and CG1 × CG2 both have O1 × O2 as objects and

pairs of paths (one from G1 and the other from G2 ) as arrows, and composition evidently acts

the same way in each. So CG1 ×G2 = CG1 × CG2

2) Let n be a finite ordinal and Gn the graph: 0 → 1 → 2 → · · · → n. The free category generated by Gn consists of all finite strings of arrows in Gn , which can be put in 1-1 correspondence

with the pairs (i, j) : 0 ≤ i ≤ j ≤ n. This is precisely the nth finite ordinal category.

3) Let G be a graph with vertices O and edges A. Let F be a category with objects the

elements of O and arrows the finite sequences of composable edges from A together with their

formal inverses. Let arrows in F compose by juxtaposition of their corresponding edge-sequences,

subject to the caveat that an edge and its inverse will be deleted when they appear side-by-side.
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Also add to the arrows of F an identity for each of its objects. F is clearly a category with every

arrow invertible, so it forms a groupoid. Let P : G → U F be the morphism of graphs sending

each vertex and edge to itself, considered as an object or arrow in F .

Let B be another groupoid and D : G → U B a morphism of graphs. Define a functor

D0 : F → B by D0 (a) = a for objects a and D0 (f1 , ..., fn ) = D0 (fn ) ◦ D0 (fn−1 ) ◦ ... ◦ D0 (f1 ) for

arrows (f1 , ..., fn ). In case any of the fi are inverses, write D0 (fi−1 ) = D(fi )−1 . Finally, extend

D0 to identity arrows by D0 (1a ) = 1D(a) for a ∈ O. Since D0 preserves composition it is a functor

˜ 0 which satisfies U D

˜0 ◦ P = D

which evidently satisfies: U D0 ◦ P = D. Moreoever, any functor D

0

˜0

must act the same as D on the F -images of vertices and edges from G, which implies D0 ≡ D

0

on F . So D is unique.

II.8 1) (Trivial)

2) Let R be a congruence on C, the one-object category corresponding to the group G. Let

N = {g an arrow in C |gRe} where e is the one identity arrow in C. For g, g 0 ∈ N and any h ∈ G,

the fact that R is a congruence implies (gg 0 )E(ee) =⇒ g, g 0 ∈ N and (h−1 gh)R(h−1 eh) =⇒

(h−1 gh)Re =⇒ h−1 gh ∈ N . So N ⊂ G is a normal subgroup. Furthermore, for arbitrary

g, f ∈ G, we must have f Rg ⇐⇒ (g −1 f )R(g −1 g) ⇐⇒ (g −1 f )Re ⇐⇒ g −1 f ∈ N .
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III.1 1) a) Let U : Rng → Mon be the forgetful functor sending each ring to the monoid

associated with its multiplication operation. Let M be any monoid, ZM its integral group ring

and i : M → U (ZM ) the inclusion map, m 7→ 1m. Suppose R is a ring and f : M → U R is a

morphism of monoids. Identifying Z with its inclusion in R, we can define a map f 0 : ZM → R by

f 0 (a1 m1 +...+an mn ) = a1 f (m1 )+...+an (f mn ). It’s easy to see that f 0 is a ring homomorphism

satisfying U f 0 ◦ i = f and is unique as such. In other words, hZM, ii is universal from M to U .

b) Fix a field K. Let AlgK denote the cateogry of all small unital K-algebras and let

U : AlgK → VctK be the forgetful functor sending each algebra to its underlying vector space.

Fix a vector space V and let T (V ) be its tensor algebra and i : V → T (V ) the (obvious)

inclusion. Choose A ∈ AlgK and f : V → U A a linear map. Define a map f 0 : T (V ) → A

by f 0 (v1 ⊗ · · · ⊗ vn ) = f (v1 ) . . . f (vn ). f 0 is evidently a K-algebra homomorphism satisfying

U f 0 ◦ u = f and (once again) is unique as such. So hT (V ), ii is universal from V to U .

0

c) Repeat the construction from part (b), replacing AlgK with AlgK

, the category of small

2

unital K-algebras satisfying a = 0 for all a ∈ A. This caveat ensures v ⊗ v = 0 for all v ∈ V ,

which is precisely how one obtains the exterior algebra from T (V ).

2) I claim h{?}, {?}i is a universal element of P : Setop → Set (where {?} ∈ P({?})). to

see why, pick any set X and Y ⊂ X. Let f : {?} → X map ? to any element of Y . Then

Pf (Y ) = f −1 (Y ) = {?} as desired. (I’m not sure how to handle the case Y = ∅.)

3) a) Let G be a group and G0 its commutator subgroup. It is well-known that every

homomorphism from G to an abelian group factors through the quotient map π : G → G/G0 .

So hG/G0 , πi is a universal arrow from G to the inclusion functor Ab → Grp.

b) I couldn’t figure this problem out myself, but found the answer on the blog “The Unapologetic Mathematician” (http://unapologetic.wordpress.com/2007/04/19/the-free-ring-on-an-abeliangroup). The idea is to define a tensor algebra on abelian groups. Specifically, if A is an abelian

group, the tensor product A ⊗ A can be defined by generators (a, b) ∈ A × A and relations

(a1 + a2 , b) − (a1 , b) − (a2 , b), (a,

) − (a1 , b1 ) − (a1 , b2 ). Then, writing A⊗n = A ⊗ · · · ⊗ A

Lb1 + b2⊗n

(n times), we can set R(A) = n∈N A . R(A) has a natural ring structure and is“universal”

among rings whose underlying abelian group includes A.

c) Denote by U the forgetful functor Top → Set. Let X be any set, T (X) the same set

endowed with the discrete topology and i : X → U T (X) the evident inclusion. If T 0 is any other

topological space and f : X → U T 0 a morphism of sets, define f 0 : T (X) → T 0 by f 0 (x) = f (x).

Since T (X) is discrete, f 0 is automatically continuous, and uniquely satisfies that U f 0 ◦ i = f .

So hT (X), ii is universal from X to U .

d) Let U : Set∗ → Set be the forgetful functor and X any set. Let X 0 = X ∪ {?} ∈ Set∗

(where ? is the special element of X 0 ). Let u : X → U X 0 be the evident inclusion. I claim

hX 0 , ui is universal from X to U . For if Y is any other pointed set and f : X → U Y any map.

We can define f 0 : X 0 → Y by f 0 (x) = f (x) for all x ∈ X 0 and f 0 (?) = y∗ where y∗ is the special

element in Y . Evicently then f 0 ◦ u = f and f 0 is the unique map which statisfies this property

in Set∗ .

4) The inclusions M ⊂ N ⊂ G induce arrows (monos) i1 : M → N , i2 : N → G and

i3 : M → G with i2 ◦ i1 = i3 . An arrow f from G “kills N ” just when f ◦ i2 = e and similarly for

M . As the chapter describes, these inclusions give rise to universal elements (quotient groups

and projections) as in the diagram below.
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i1



M



i2



N



p1



G



p2



G/N



p3



N/M



G/M



I claim the projection maps are epis. For suppose p : G → G/H is a universal element among

arrows that kill H (G and H are general here) and a ◦ p = b ◦ p : G → N for any a and b. Since

a ◦ p kills H, there is a unique arrow c : G/H → N such that a ◦ p = c ◦ p. Since a fits the bill

and c is unique, a = c. Similarly b = c, so a = b and p is an epi. I will now construct five new

arrows in five steps.

i) Since p3 kills M , p3 ◦ i3 = p3 ◦ i2 ◦ i1 = e =⇒ p3 ◦ i2 : N → G/M kills M therefore, since

p2 is universal among arrows that kill M , there is a unique arrow i4 : N/M → G/M such that

i4 ◦ p2 = p3 ◦ i2 .

ii) Treating i4 as an inclusion arrow, we can construct the univeral element among arrows from

G/M that kill N/M and the corresponding projection map, p4 : G/M → (G/M )/(N/M ).

iii) Using the fact that i4 ◦ p2 = p3 ◦ i2 , we can write p4 ◦ p3 ◦ i2 = p4 ◦ i4 ◦ p2 = e ◦ p2 =

e =⇒ p4 ◦ p3 kills N =⇒ p4 ◦ p3 factors through p1 . That is, there is a unique arrow

a : G/N → (G/N )/(N/M ) such that a ◦ p1 = p4 ◦ p3 .

iv) Now, using the fact that i2 ◦ i1 = i3 : M → G, we can write p1 ◦ i3 = p1 ◦ i2 ◦ i1 = e ◦ i1 =

e =⇒ p1 kills M =⇒ there is a unique arrow b : G/M → G/N such that b ◦ p3 = p1 .

v) Using the relations from parts (i) and (iv), we can write: b ◦ i4 ◦ p2 = b ◦ p3 ◦ i2 = p1 ◦ i2 =

e = e ◦ p2 . Since p2 is an epi, we must have b ◦ i4 = e =⇒ b kills N/M and there is a unique

arrow c : (G/M )/(N/M ) → G/N such that c ◦ p4 = c.

M



i1



N



i2



G



p2

N/M



p1

b



p3

i4



G/M



p4



G/N

a



c



(G/M )/(N/M )



Taken together, these observations imply that the diagram above commutes. I claim a and c

are inverse. First, since a◦b = p4 and c◦p4 = b, we have a◦c◦p4 = p4 = 1(G/M )/(N/M ) ◦p4 , whence

a◦c = 1(G/M )/(N/M ) (since p4 is an epi). Second, since c◦p4 ◦p3 = p1 and a◦p1 = p4 ◦p3 , we have

c ◦ a ◦ p1 = p1 = 1G/N whence c ◦ a = 1G/N (again since p1 is an epi). So G/N ∼

= (G/M )/(N/M )

and we’re done.

b) I’m not sure how to do this using only commutative diagrams. (The proof in Mac LaneBirkhoof referenced in this text uses the first isomorphism theorem. Is that ’allowed’ here?)

5) Let S ⊂ A be K-modules. Let F : K − Mod → Set be the functor that sends each

K-module, A0 to the set of homomorphisms A0 → A that kill S. The quotient module and map

p : A → A/S is a universal element for F . Proving the isomomorphism theorems for modules

can be done with the same commutative diagrams as for groups.

6) (This is essentially a repeat of the last exercise)
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7) Let U : AlgK → Set be the forgetful functor on K-algebras for K a commutative ring.

Let {x} ∈ Set be any one point set. I claim x 7→ x ∈ U (K[x]) is universal from {x} to U . For

suppose A is any other K-algebra and a ∈ A the unique element given by some map {x} → U A.

Then the K-algebra homomorphism f : K[x] → A defined by f (r) = r ∈ A for r ∈ K and

f (x) = a (extended to the powers of x and a) uniquely satisfies U f (x) = a ∈ U A.

III.2 1) Each τ : K → K 0 induces a natural transfromation

ψ 0 ◦ τ ◦ ψ −1 : D(r, −) → D(r, −) (the bottom side of the commutative dquare on the left). By the corollorary to the Yoneda

lemma, this natural transformation has the form D(h, −) for a

unique arrow h : r → r0 .



K

ψ

D(r, −)



τ



K0

ψ0

D(r0 , −)



2) If K : Dop → Set is a contravariant functor and r ∈ D any object, there is a bijection

N at(D(−, r), K) ∼

= Kr which sends each natural transformation α : D(−, r) → K to αr 1r .

3) Fix a ∈ D and K : D → Set and let α : K → D(a, −) be a natural transformation.

Let α

˜ assign to each object (x ∈ Kd) ∈ (? ↓ K) to the arrow α

˜ hx,di = αd (x) ∈ D(a, d). I

claim α

˜ is natural. Suppose f : hx, di → hx0 , d0 i is an arrow in (? ↓ K), and Qf : d → d0 is

the corresponding arrow in D. By naturality of α, αd0 ◦ K(Qf ) = D(a, Qf ) ◦ αd = Qf ◦ αd .

Therefore α

˜ hx0 ,d0 i ◦ a(f ) = α

˜ hx0 ,d0 i ◦ 1a = αd0 (x0 ) = αd0 ◦ Kf (x) = Qf ◦ αd (x) = Qf ◦ α

˜ hx,di ,

which proves the claim.

Going in the other direction, suppose β : a → Q is a natural transformation of functors from

(? ↓ K). Let β¯ assign to each object d ∈ D the arrow β¯d : Kd → D(a, d) defined by β¯d (x) =

βhx,di . Suppose f : d → d0 is an arrow in D and x ∈ Kd any element. If f 0 : hx, di → hKf (x), d0 i

is the induced map in (? ↓ K), then naturality of β implies βhKf (x),d0 i = βhKf (x),d0 i ◦ a(f 0 ) =

Qf ◦ βhx,di = f ◦ βhx,di . It follows that β¯d0 ◦ Kf (x) = βhKf (x),d0 i = f ◦ β¯d = D(a, f ) ◦ β¯d =⇒ β¯

is natural.

¯˜ d (x) = α

For α : K → D(a, −), d ∈ D and x ∈ Kd, α

˜ hx,di = αd (x). Similarly for β : a → Q

˜

¯

¯

and hx, di ∈ (? ↓ K), βhx,di = βd (x) = βhx,di . So α 7→ α

˜ and β 7→ β¯ are mutually inverse

∼

and induce a bijection N at(K, D(a, −)) = N at(a, Q). To check that the bijection is natural, let

τ : K → K 0 be a natural transformation and f : a → a0 an arrow in D. We must show that the

following diagrams commute. Fix α ∈ N at(K 0 , D(a0 , −)), d ∈ D and x ∈ Kd.

N at(K, D(a0 , −))



N at(K, D(a, −))



N at(K 0 , D(a0 , −))



N at(K, D(a0 , −))



N at(a0 , Q)



N at(a, Q)



N at(a0 , Q) from (? ↓ K 0 )



N at(a0 , Q) from (? ↓ K)



For the diagram on the left, α

˜ hx,di ◦ f (bottom-left) = α˜d ◦ f (top-right). And for the diagram

on the right (with bottom row the transformation N at(τ 0 ◦−, τ 0 ◦−) where τ 0 : (? ↓ K) → (? ↓ K 0 )

^

is the functor induced by τ ): αhτd x,di = α

¯ d (τ d(x)) = (α

¯ ◦ τ )d (x) = (α

◦ τ )hx,di .

4) This seems immediate. What is there to check?
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III.3 1) It is a fact that for a commutative ring R, R-algebras A, B and C and R-algebra

homomorphisms f : A → C and g : B → C, there is a unique homomorphism h : A ⊗R B → C

such that h ◦ iA = f and h ◦ iB = g where hA and hB are the obvious projections from A and

B into A ⊗R B. This states precisely that A ⊗R B is the coproduct of A and B in the category

of R-algebras. Regrding the commutative rings R and S as algebras over Z, we can form the

coproduct R ⊗ S ∼

= R ⊗Z S of R and S in the category AlgZ ∼

= CRng.

2) Suppose we’re in a category with coproducts and equilizers. Given objects and arrows

g



f



i



i



c

b

c and the coequilizer e : b t c → d of

c←

−a−

→ b, we can form the coproduct b −→

b t c ←−

g

f

e◦ib

e◦ic

−a−

→ b. Suppose

the two arrows ib ◦ f and ic ◦ g. I claim b −−→ d ←−− c is a pushout of c ←

k : b → p and j : c → p satisfy k ◦ f = j ◦ g. By the univeral property of coproducts, there is a

unique arrow h : b t c → p such that k = h ◦ ib and j = h ◦ ic . So h ◦ ib ◦ f = h ◦ ic ◦ g, whence (by

the universal property of coequlizers) there exists a unique arow h0 : d → p such that h = h0 ◦ e.

Now we have a unique h0 : d → p satisfying h0 ◦ e ◦ ib = k and h0 ◦ e ◦ ic = j. The claim follows.

f

g

We can apply this construction to specific categories. In Set, suppose Y ←

− X −

→ Z are

sets and mappings. If Y t Z is the usual disjoint union of sets with inclusions iY , iZ , then the

coequalizer of iY ◦f and iZ ◦g is the quotient Y tZ/ ∼ defined by y ∼ z ⇐⇒ y = f (x), z = g(x)

for some x ∈ X. By the paragraph above, this set and the evident mappings from Y and Z is

the pushout of f and g. Now suppose X, Y and Z are groups and f, g homomorphisms. Now

the coproduct of Y and Z is their free product Y ? Z and the resulting coeqilizer is (Y ? Z)/N

where N is free group generated by the elements {f (x)g(x)−1 : x ∈ X} ⊂ Y ? Z. This gives a



f



g



formula for producing pushouts in Grp. Finally, suppose Y ←

−X−

→ Z are objects and arrows

in Top. We can apply exactly the same procedure here as in Set, giving Y t Z/ ∼ the quotient

topology.

3) Let A, B : n → m be a pair of arrows in MatrK . Using the standard bases for K n and K m ,

these induce a pair of linear maps A, B : K n → K m . Im(A − B) ⊂ K m is a subspace of some

dimension, say r. Let {f1 , ..., fm } be a basis for K m satisfying hf1 , ..., fr i = Im(A − B). Letting

{e1 , ..., em−r } denote the standard basis for K m−r , can define a linear map P : K m → M m−r

by P (fi ) = 0 for i ≤ r and P (fi ) = ei−r for r &lt; i ≤ m. If Q : K m → K s is a linear map

satisfying Q ◦ (A − B) = 0, then evidently Q(fi ) = 0 for each i ≤ r =⇒ there is a unique map

Q0 : K m−r → K s satisfying Q0 ◦ P = Q. Using the given bases, each of these maps corresponds

to an arrow in MatrK , where we can now assert: for any Q : m → s satisfying Q(A − B) = 0,

there is a unique arrow Q0 : m−r → s such that Q = Q0 P . Since Q(A−B) = 0 ⇐⇒ QA = QB,

this says exactly that P is a coequalizer of A and B.

4) For any pair of categories, C1 and C2 let C1 t C2 have as objects hc, ji : c ∈ Cj and arrows

hf, ji : f in Cj . Define injections ij : Ci → C1 t C2 by ij (c) = hc, ji (and similarly for arrows).

For any pair of functors F1 , F2 from C1 and C2 to a third category D, define F : C1 t C2 → D on

objects and arrows by F (c, j) = Fj (c), F (f, j) = Fj (f ). F is evidently a functor, and uniquely

satisfies F ◦ ij = Fj : j = 1, 2. Therefore C1 t C2 is the coproduct of C1 and C2 . (I’ll skip

defining coproducts in Mon and Grph because this same procedure can be used for them too).

5) Let FE ⊂ Set(X, X) be the set of functions satisfying xE(f (x)) for all x ∈ X. If π :

X → X/E is the usual projection onto the set of equivalence classes, then for any f, f 0 ∈ FE

and x ∈ X, f (x)ExEf 0 (x) =⇒ f (x)Ef 0 (x) =⇒ π ◦ f (x) = π ◦ f 0 (x). Therefore π coequalizes

the maps in FE , and is evidently universal with respect to that property.
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6) Suppose ψ : C(r, −) ∼

= C(a, −) × C(b, −) is a natural isomorphism. Let hia , ib i = ψr (1r ).

For any d ∈ C and pair of arrows f1 : a → d, f2 : b → d, there is a unique h ∈ C(r, d) satisfying

ψd (h) = hf1 , f2 i. By naturality of ψ, the diagram below commutes.

ψr



C(r, r)



C(a, r) × C(b, r)

C(a, h) × C(b, h)



C(r, h)

ψd



C(r, d)



C(a, d) × C(b, d)



So starting with 1r ∈ C(r, r), we find hf1 , f2 i = ψd (h) = hh, hi ◦ ψr (1r ) = hh, hihia , ib i =

hh ◦ ia , h ◦ ib i. This states precisely that r is the coproduct of a and b.

7) Let F : JA → Ab be the “evident” inclusion functor. The inclusion into A of each of

its finitely generated subgroups defines a cone over F , so there is a unique map f : lim

−→F → A

which preserves those inclusions. Define an arrow g : A → lim

F

as

follows:

For

each

a ∈ A,

−→

there is a unique arrow pa : F hai = hai → lim

−→F in the universal cone over F (where hai is the

subgroup generated by a). Let g(a) = pa (a). To see that g is a homomorphism, pick any other

a0 ∈ A, let ia , ia0 : hai, ha0 i → ha, a0 i be the evident inclusions and pa,a0 : ha, a0 i → lim

−→F an arrow

in the universal cone over F . Then requirements of commutativity ensure g(aa0 ) = pa,a0 (aa0 ) =

pa,a0 (ia (a)ia0 (a0 )) = (pa,a0 ◦ ia (a))(pa,a0 ◦ i0a (a0 )) = pa (a)pa0 (a) = g(a)g(a0 ), as desired. Clearly

f ◦ g = 1A , whence A ∼

= lim

−→F . (I’m not sure how broadly to generalize...)

f



g



III.4 1) For objects and arrows X −

→ Y ←

− Z in Set, let W = {hx, yi | x ∈ X, y ∈ Y, f x =

gy} ⊂ X × Y , and let i1 : W → X, i2 : W → Z denote the evident projections. Suppose that

h



h



1

2

for X ←−

Q −→

Z, f ◦ h1 = g ◦ h2 . Then for each q ∈ Q, hh1 q, h2 qi ∈ W . Let u : Q → W be

the associated inclusion arrow. It follows that i1 ◦ u = h1 and i2 ◦ u = h2 . Since u is the unique

arrow satisfying those equations, W, i1 , i2 must be the pullback of f and g.



2) (Trivial)

3) For each j ∈ J, let γj : s → j be the unique arrow from the initial object. Pick a functor

F : J → C. If α : j → j 0 is any arrow in J, the fact that γj 0 is the only arrow from s so j 0

implies F α ◦ F γj = F γj 0 . Therefore F (s) equipped with the arrows F γj is a cone to F . Pick

any other object d ∈ C with arrows δj forming a cone to F . By requirements of commutativity,

F γj ◦ δs = δj for each j ∈ J. That is, the cone from d factors through F (s) =⇒ F (s) = lim

←−F .

The (automatically true) dual statement says: every diagram from an index category with a

terminal object has as its colimit the image of that object.

4) Suppose the diagram shown is a pushout. Let g, h : b → c be a pair of arrows satisfying

g ◦f = h◦f . These form the bottom right corner of a commutative square with top and left sides

given by f . Therefore (by the universal property of pushouts) there is a unique arrow u : b → c

such that g = u ◦ 1 = h. This states precisely that f is an epi. Conversely, suppose f is an epi

and g, h : b → c are as before. Then g = h =⇒ the diagram shown in the book is universal

among commutative squares with top and left sides f .
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5) Suppose the diagram on the left below (without c) is a pullback square with f monic.

Suppose further that q ◦ k = q ◦ h. Then g ◦ q ◦ k = g ◦ q ◦ h =⇒ (by commutativity)

f ◦ p ◦ k = f ◦ p ◦ h =⇒ p ◦ h = p ◦ k (since f is monic). This situation is depicted in the

commutative square on the right below. By the universal property of pullbacks, there is a unique

arrow r : c → b ×a d such that q ◦ h = q ◦ k = q ◦ r and p ◦ h = p ◦ k = p ◦ r. Clearly h and k

both do the trick, =⇒ h = k = r by uniqueness. This shows that q is a mono.

k

c



q



b ×a d

h



c



d



p



g

f



a



b



d



p◦h=p◦k



g

f



q◦h=q◦k



a



b



6) and 7) (These are relatively trivial)

8) a) Suppose the two small squares in the diagram to the left below are pullbacks. Choose

c ∈ C and arrows h1 , h2 such that the big rectangle (depicted) with c in the upper-left corner

commutes. This gives rise to a commutative square (with c) as shown on the cetner below.

Because the the inner square is a pullback, there is a unique arrow r1 : c → b such that

f2 ◦ r1 = h1 and g2 ◦ r1 = f3 ◦ h2 . This in turn gives rise to a commutative square (with c)

as shown on the right below. Because the inner square is a pullback, there is a unique arrow

r2 : c → a such that g1 ◦ r2 = h2 and f1 ◦ r2 = r1 . Substituting, we get f2 ◦ f1 ◦ r2 = f2 ◦ r1 = h1 ,

which implies the long rectangle in the left-hand diagram is a pullback.

c



c

h1

r2

h2



r1

a



f1



r1

b



g1

•



f2



•



•



f3 ◦ h2



f4



r2



h1

b



g3



g2

f3



c



f2



•



•



a



f4



•



f1



b



g1



g3



g2



•



h2



r1



•



g2

f3



•



b) Now suppose the long rectangle and the right-hand square in the diagram on the left above

are pullbacks. Choose c ∈ C and arrows h2 and r1 such that f3 ◦ h2 = g2 ◦ r1 (as shown in the

same diagram). Since the right-hand square is commutative, we have g3 ◦f2 ◦r1 = f4 ◦f3 ◦h2 =⇒

(since the long rectangle is a pullback) there is a unique arrow r2 :

c

c → a such that f2 ◦ f1 ◦ r2 = f2 ◦ r1 and h2 = g1 ◦ r2 . Substituting

into the first equality gives g3 ◦ (f2 ◦ f1 ◦ r2 ) = f4 ◦ (f3 ◦ h2 ) = f4 ◦

u

f2 ◦ f1 ◦ r2

(g2 ◦ r1 ) which implies the big square in the diagram on the right

g2 ◦ r1

commutes. Since the small square is a pullback (by hypothesis)

•

b

f2

there is a unique arrow u : c → b such that g2 ◦ u = g2 ◦ r1 and

g3

g2

f2 ◦ u = f2 ◦ f1 ◦ r2 . r1 and f1 ◦ r2 both work fine, so by uniqueness

f4

r1 = f1 ◦ r2 . This, combined with the fact that g1 ◦ r2 = h2 , shows

•

•

that the left square in the big diagram is a pullback.
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h



(1b ,f )



k



(1b ,g)



9) Suppose b ←

−c−

→ b is the pullback of b −−−−→ b × a ←−−−− b. Since pullback squares are

commutative, we must then have (h, f ◦ h) = (1b , f ) ◦ h = (1b , g) ◦ k = (k, g circk) =⇒ h = k.

Relabel h = k = e : b → c Suppose an arrow p : d → b from some object d satisfies f ◦ p = g ◦ p.

Then (1b , f ) ◦ p = (p, f ◦ p) = (p, g ◦ p) = (1b , g) ◦ p and we can form the evident commutative

square with d in the top-left corner. By the universal property of pullbacks, there is a unique

arrow u : d → c such that p = e ◦ u. This says exactly that e is the equalizer of f and g.

p1



p2



10) Suppose C has pullbacks and a terminal object. For a, b ∈ C, let a ←− c −→ b be the

pullback of a → t ← b (where t ∈ C is the terminal object). Choose d ∈ C and a pair of maps

f



g



a←

−d−

→ b. Since arrows to the terminal object are unique, the square with top and left sides

f and g and t in the bottom-right corner is commutative, and there is a unique arrow u : d → c

such that p1 ◦ u = f and p2 ◦ u = g. This states precisely that c = a × b. Since C has products

and pullbacks, it automatically gets equalizers by problem (9).

III.5 1) and 2) (Trivial)

T



S



3) a) For categories and functors (objects and arrows) E −

→C ←

− D in Cat, we can form

a full subcategory Z of the comma category (T ↓ S) by restricting to objects he, d, f i satisfying

T (e) = S(d) and f = 1T (e) = 1S(d) . This restriction carries over to the projections P : he, d, f i 7→

Q



P



e ∈ E and Q : he, d, f i 7→ d ∈ D. I claim E ←

−Z−

→ D is a pullback. Evidently T ◦ P = S ◦ Q.

If B is another category with functors F1 : B → E, F2 : B → D such that T ◦ F1 = S ◦ Q,

we can define a functor U : B → Z on objects by U (b) = hF1 (b), F2 (b), 1T ◦F1 (b) i and arrows

by U (f ) = hF1 (f ), F2 (f )i which satisfies F1 = P ◦ U and F2 = Q ◦ U . U is clearly the unique

functor with this property, so we’re done.

b) For b ∈ C, an object in any small category, let ˜b : 1 → C be the functor taking the

one-object category to b and let d0 , d1 : C 2 → C be the functors taking arrows to their domain

and codomain respectively. If D is another small category with a functor F : D → C 2 satisfying

d0 ◦ F ≡ b, then the functor u : D → (b ↓ C) defined by u(c) = hF (c), d1 ◦ F (c)i uniquely satisfies

p ◦ u = F (where p : (b ↓ C) → C 2 is the evident projection). This establishes (b ↓ C) as the

pullback of ˜b and d0 . Similarly (C ↓ b) is the pullback of ˜b and d1 .

4) For I a small set and Ci : i ∈ I a collection of categories, the small category tCi with

objects hc, ii, c ∈ Ci , i ∈ I and arrows hf, ii, f in C, i ∈ I is the coproduct of {Ci : i ∈ I}.

5) Let T1 , ...., Tn be functors from C to B, where B has finite products. Define T : C → B

on objects by T c = (T1 c) × · · · × (Tn c) and arrows by T f = hT1 f, ..., Tn f i : T c → T c0 . T is

clearly a functor. For each i ≤ n and c ∈ C, let (πi )c : (T1 c) × · · · × (Tn c) → Ti c be the usual

projection (from a product in B). This defines a natural transformation πi : T → Ti . Suppose

τi : P → Ti : 1 ≤ i ≤ n are arrows in B C from some functor P . We can define a natural

transformation τ˜ : P → T by τ˜c = h(τ1 )c , ..., (τn )c i ◦ ∆ where ∆ : P c → P c × · · · × P c is the

diagonal arrow. Since πi ◦ τ˜ = τi for each i ≤ n, T must be the product of T1 , ..., Tn in B C .
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III.6 1) Let M be the collection of monoids in C: that is, triples hc, µ, ηi as in the book. For

any pair hc, µ, ηi, hc0 , µ0 , η 0 i, an arrow f : c → c0 in C will be considered an arrow in M just when

f ◦ η = η 0 and f ◦ µ = µ0 ◦ (f × f ). Since the identity on each object can be obtained in this way,

M forms a category. We can define products in M : given monoids c and c0 as before, the triple

hc × c0 , µ × µ0 , η × η 0 i is again a monoid (because the product map C × C → C maps pairs of

commutating diagrams to commuting diagrams in the obvious way) and satisfies the universal

property of products.

2) (Basically the same as (1))

3) and 4) INCOMPLETE (The following leaves out details involved with diagram (2))

Suppose T : B → Set is a group in SetB . That means we have commutative diagrams like (1),

(2) and (3) in the chapter, with c replaced by T and µ, η thought of as natural transformations

along with α. (Here T × T is computed pointwise as in III.5(5).) For each b ∈ C, (1), (2)

and (3) descend to diagrams of T b in Set, producing the group hT b, µb , ηb , ζb i. The ’diagonal’

correspondence T b 7→ T b × T b is natural in b and defines a transformation δ 0 : B → Set, so

for any arrow f : b → b0 in B we have (by naturality of the composite µ ◦ δ 0 ) T f ◦ µb ◦ δb0 =

µb0 ◦ δb0 0 ◦ T f =⇒ T f ◦ µb = µb0 ◦ hT f, T f i =⇒ T f is a morphism of groups.

Conversely, suppose that for T : B → Set, each object b ∈ B produces a group hT b, µb , ηb , ζb i

and each arrow a morphism of groups.
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IV.1 1) (vi) =⇒ (ii). The hypothesis says that for each x ∈ X, there is an rx ∈ A such that

ϕx : A(rx , −) ∼

= X(x, G−) is a natural isomorphism. So for any a ∈ A and f : x → Ga, f = ϕx ◦

−1

ϕ−1

(f

)

=

ϕ

(φ

f ◦1rx ) = ϕx ◦(ϕ−1 f )∗ (1rx ) = (G(ϕ−1 f ))∗ ◦ϕx (1rx ) = G(ϕ−1

x

x

x f )◦ϕx (1rx ) (where

the second to last equality comes from naturality of ϕx ). In other words, ϕx (1rx ) : x → Grx is

universal from x to G. Setting rx = F0 x and ϕ(1rx ) = ηx , we get clause (ii).

(ii) =⇒ (vi). We have, for each x ∈ X, an object F0 x ∈ A and a universal arrow ηx :

x → GF0 x. This means that the arrows x → Ga are in one to one correspondence with the

arrows F0 x → a. This gives rise to a bijection ϕ : A(F0 x, −) ∼

= X(x, G−). If f : a → a0

−1

is an arrow in A, then for each g : x → Ga, h = ϕ (Gf ◦ g) : F0 x → a0 uniquely satisfies

Gh ◦ ηx = Gf ◦ g. Since G(f ◦ ϕ−1 g) ◦ etax = Gf ◦ G(ϕ−1 g) ◦ etax = Gf ◦ g as well, uniqueness

implies ϕ−1 (Gf ◦ g) = f ◦ ϕ−1 g. So ϕ is natural.

2) Let hF, G, ϕi be an adjunction between X and A. The comma categories (F ↓ IA ) and

(IX ↓ G) have as objects the triples hx, a, f i, hx, a, gi (resp.) where x ∈ X, a ∈ A, f : F x → a

and g : x → Ga. Let θ(hx, a, f i) = ϕx,a (f ). θ is a bijection on objects. The arrows in both

comma categories are pairs hi, ji of one arrow from X and another from A with composition:

hi0 , j 0 i ◦ hi, ji = hi0 ◦ i, j 0 ◦ ji. Extending θ to the identity on arrows makes it a fully faithful

functor, hence an isomorphism. Clearly Q ◦ θ = P , so the diagram in the problem commutes.

3) I’m confused about the notation in this problem. C and C × C are different categories, so

an arrow between them would have to be functor...

4) For any x ∈ X, we can form from  and % the following three ’naturality squares.’

Kx

KGKx

%x

KG(Kx)

KG(KGKx)

Kx

KGKx

x

GKx

K%x



KG(K%x )

KG(KGKx)



KGKx



KGKx



%x

GKx



Kx



GK%x KGKx

%GKx



GK(GKx)



KG(Kx)



Kx



Kx



Together, these imply: Kx ◦ (K%x ◦ Kx ) ◦ K%x = Kx ◦ (KGKx ◦ KGK%x ) ◦ K%x

= (Kx ◦ KGKx ) ◦ (KGK%x ◦ K%x ) = (Kx ◦ KGKx ) ◦ (K%GKx ◦ K%x )

= Kx ◦K(GKx ◦%GKx )◦K%x = Kx ◦K%x =⇒ K ·K% is idempotent.

Suppose K · K% splits as α · β with β · α = 1 and β : K → F . I claim F is a left adjoint of

G with unit Gβ · % and counit  · αG. By theorem 2 (v) it is enough to show that these natural

transformations satisfiy the triangle identities (9). G( · αG) · (Gβ · %)G = G · G(αG · βG) · %G =

G · %G = 1G is one such identity. The other, ( · αG)F · F (Gβ · %) = 1F , can be seen from

the diagram below, whose four squares commute by: (top and bottom left) natuality of α; (top

right) hypothesis; (bottom right) naturality of β. (Here x ∈ X is arbitrary).

Fx



αx



F %x

F GKx

F Gβx

F GF x



Kx



βx



αx



K%x

αGKx



KGKx



KGβx

αGF x

KGF x
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Fx



Kx



Kx

βx



F x



Fx



IV.2 1) By problem (III.1, 1c), for each V ∈ VctK , E(V ) along with the inclusion i : V → E(V )

0

is a universal arrow from V to the functor U : AlgK

→ VctK which forgets multiplication. (Here

0

AlgK denotes the category of unital algebras A with a2 = 0 for all a ∈ A.) So E is left adjoint

to U by Theorem 2 (ii).

2) Let F : Ab → R − Mod take each abelian group A to A ⊗ R and let ηA : A → U F A =

U (A ⊗ R) be the inclusion a 7→ a ⊗ 1. For any R-module M and group homomorhpsim f : A →

U M , the R-module homomorphism g : A⊗R → M defined by g(a⊗r) = rf (a) uniquely satisfies

U g ◦ ηA = f =⇒ F is a left adjoint of U .

To construct a right adjoint for U , define a functor G : Ab → R − Mod by G(A) =

HomZ (R, A), where the action of r on an element ϕ ∈ HomZ (R, A) is given by rϕ(r0 ) =

ϕ(rr0 ). Beginning with an R-module, M , we can define for each m ∈ M a homomorphism

m∗ ∈ GU (M ) = HomZ (R, U M ) by m∗ (r) = rm. The map η : m 7→ m∗ is the unit of

adjunction. To see that G really is a right adjoint, pick any abelian group A and morphism

of R-modules f : M → HomZ (R, A). Define g : U M → A by g(m) = f (m)(1). For each

ϕ ∈ HomZ (R, U M ) and r ∈ R, Gg(ϕ)(r) = g(ϕr) whence Gg ◦ ηM (m)(r) = Gg(m∗ )(r) =

g(m∗ r) = g(rm) = f (rm)(1) = rf (m)(1) = f (m)(r) =⇒ Gg ◦ ηM = f . Setting r = 1 in the

preceding equation gives g(m) = g(1m) = f (m)(1) =⇒ g is unique.

3) Fix L ∈ LieK and A ∈ algK . Let ι : L → EL be the canonical embedding of L into

its enveloping associative algebra and ηL the same function considered as a mapping of Lie

algebras. E is a left adjoint of V if for each Lie algebra homomoprhism f : L → V A there is

a unique K-algebra homomorphism g : EL → A such that f = V g ◦ ιL . If ei : i ∈ I were a

totally ordered basis for L, such a g would necessarily satisfy g(ei ) = f (ei ) for all i ∈ I. Hence

g(ei1 . . . ein ) = f (ei1 ) . . . f (ein ) for all orered n-tuples ei1 ≤ · · · ≤ ein . By the Poincare-BirkhoffWitt theorem, these n-tuples (n = 1, 2, 3...) are a basis for EL. Because they are linearly

independent, g exists; because they are a spanning set, g is unique.

4) Let F : Rng0 → Rng be the functor R 7→ Z + R denote the identity adjoining functor

and U the forgetful functor. For R a ring with identity, R0 a ring without, and f : R0 → U R a

homomorphism, we can define g : F R0 → R by g(n + r) = n1R + f (r). If ηR0 : R0 → U F R is the

inclusion r 7→ 0 + r, U g ◦ ηR0 (r) = U g(0 + r) = 01R + f (r) = f (r) and g is unique as such.

5) Since M is a discrete category, the hom-set produced by two objects will be empty when

they are different and contain just the identity when they are the same. Let Lx = µ(x, −)

and Ry = µ(−, y). For any m, m0 ∈ M , xm = m0 ⇐⇒ m = x−1 m0 =⇒ M (Lx m, m0 ) ∼

=

M (m, Lx−1 m0 ) and my = m0 ⇐⇒ m = m0 y −1 =⇒ M (Ry m, m0 ) ∼

= M (m, Ry−1 m0 ) so Lx−1

and Ry−1 are right adjoints of Lx and Ry respectively.

Conversely, if each Lx has a right adjoint Fx and e ∈ M is denotes identity object, M (Lx m, e) ∼

=

M (m, Fx e) =⇒ xm = e ⇐⇒ m = Fx e whence Fx e is the left inverse of x. If each Rx also

has a right adjoint, Gx , then we obtain right inverses Gx e as well. Letting ? denote the monoid

operation, we get Gx e = (Fx e ? x) ? Gx e = Fx e ? (x ? Gx e) = Fx e, which means M is a group.

6) The pullback functor is a right adjoint of the diagonal functor ∆ : C → C →·← . The unit

of this adjunction takes each c ∈ C to its identity arrow and each diagram b → a ← d to the

pullback arrows b ← b ×a d → d. For pushforwards, the counit is the identity in C and the unit

takes each diagram b ← a → d to the pushforward arrows b → b ta d ← d.
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7) a) Pick c ∈ C. A natural transformation ∆c → F is a cone over the diagram F in C,

which descends to a cone from c to Fk for each k ∈ K. In the other direction, any collection of

natural transformations ∆c

`→ Fk : k ∈ K determines a unique cone from c to F . So we obtain

a bijection C J (∆c, F ) ∼

= k C Jk (∆c, Fk ) which

` is natural in c. Additionally, any K-indexed

collection of objects dk ∈QC and element φ ∈ k C(c, dk ) is a `

K-collection of arrows

Q c → dk ,

hence a single arrow c → k dk . This gives rise the to bijection k C(c, dk ) ∼

= C(c, k dk ), also

natural in c. Thinking of Lim: C J → C as a right adjoint of ∆ : C → C J , we then get:

a

a

Y

C(c, LimF ) ∼

C Jk (∆c, Fk ) ∼

C(c, LimFk ) ∼

LimFk )

= C J (∆c, F ) ∼

=

=

= C(c,

k



k



k



Q

It follows from the corollary to the Yoneda Lemma (III.2) that LimF ∼

= k LimFk

b) For J any category say c ∼ c0 for c, c0 ∈ J if there is a string of objects and arrows (in any

direction) connecting c to c0 . This is evidently an equivalence relation. Each equivalence class is

’composition closed’ and therefore constitutes a category in its own right. Let Jk : k ∈ K be the

resulting connected categories of J. It is easy to see that a collection of functors Fk`from the Jk

to another category, C, determines a unique functor J → C. This shows that J = k Jk .

c) Suppose we can obtain the limit over any connected category. Every category is the

coproduct of its connected components (b) and its limit is the product of the components’ limits

(a). Therefore we can obtain all limits.

8) a) Let J be a connected category and c ∈ C any object. A cone over ∆c ∈ C J from

some d ∈ C is a collection of arrows fj : d → ∆c(j) such that fj 0 = ∆c(α) ◦ fj for every arrow

α : j → j 0 in J. Since ∆c(α) = 1c , this means fj = fj 0 . Now fix some j0 ∈ J. Each object

j 0 ∈ J can be connected to j0 through a finite chain of objects and arrows. Moving from arrow

to arrow as in the diagram below, we see dj 0 = dj0 .

d



dj0

∆c j0



α1



j1



α2



j2



dj 0

α3



j3



α4



j4



α5





j0 = c



1c



c



1c



...



It follows that the cone from d factors through dj0 : d → c. Indeed, every cone over ∆c

will factor entirely through one of the cone’s arrows. So Lim∆c = c. An almost identical

argument shows Colim∆c = c as well. b) Lim: C J → C is the right adjoint to ∆. It’s unit

η 7→ ηc : c →Lim∆c = c is the identity.

9) Pick any set X and category C. Since DX is discrete, a functor DX → C is uniquely

determined by its object function and any such object function can be made a functor. Therefore

D : Set  Cat : O produces a bijection Cat(DX, C) ∼

= Cat(X, OC), natural in X and C.

Now let Q : Cat → Set be the functor taking each category to the set of its connected

components. Any function f : QC → X induces a functor C → DX which ’collapses’ each

connected component to the object in DX that f assigns it to. In the other direction, a functor

F : C → DX must map each connected component to a single object (F takes strings of

arrows to strings of arrows), so it induces a (unique) function QC → X. This gives a bijection

Set(QC, X) ∼

= Cat(C, DX) which again is natural in X and C (this is an easy verification,

depending on the fact that functors take connected components to connected components).
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Now define a functor P : Set → Cat which sends each set X to the category with objects X

and one arrow in each hom-set: P X(x, x0 ) = {↓x,x0 }. Beginning with a function f : OC → X,

we can define a functor F : C → P X by F (c) = f (c) and F (α : c → c0 ) =↓f (c),f (c0 ) . F is

unique among functors C → P X with object function f . This gives a bijection Set(OC, X) ∼

=

Cat(C, P X), natural in C and X as usual. Using the notation “A a B” for A is a left adjoint

of B these three bijections say Q a D a O a P .

10) Let E : C ↓↓ → C 2 send parallel arrows to their equilizers. Suppose f ∈ C 2 has cokernel

pair hk1 , k2 i and hh1 , h2 i ∈ C ↓↓ has equilizer e. Let hg2 , g1 i : hk1 , k2 i → hh1 , h2 i be an arrow in

C ↓↓ . Since hi ◦ g2 ◦ f = g1 ◦ ki ◦ f : i = 1, 2 and k1 ◦ f = k2 ◦ f , h2 ◦ (g2 ◦ f ) = h1 ◦ (g2 ◦ f ) we know

g2 ◦ f factors uniquely through e as e ◦ g3 = g2 ◦ f . (Left → center diagram). On the other hand,

given an arrow hg3 , g2 i : f → e in C 2 , h1 ◦g2 ◦f = (h1 ◦e)◦g3 = (h2 ◦e)◦g3 = h2 ◦g2 ◦f =⇒ h1 ◦g2

and h2 ◦ g2 factor through k1 , k2 as g1 ◦ ki = hi ◦ g2 : i = 1, 2. (Right → center diagram). This

establishes a bijection C ↓↓ (Kf, hh1 , h2 i) ∼

= C 2 (f, Ehh1 , h2 i), whence K a E. (I’m not sure how

to show this bijection is natural except by chasing around a 3D-diagram. Is there no other way?)

·



f



·



k1



·



k2



g2

·



h1



f



·

g1 =⇒ g3



·



k1



·



k2



g2

e



·



·



h1



·



h2



·

g1



f



·



⇐= g3



·



g2

·



h2



e



·



h1



·



h2



`

`

ia

11) Let L : C → (a ↓ C) be the functor

` c 7→ (a −→ a c) and let η : 1C → (a −) be the0

natural transformation ηc = ic : c → a c (the coproduct injection).

For any arrow f : c → c

`

in C and element (e : a → c0 ) ∈ (a ↓ C) there is a unique g : a c → c0 such that this diagram

commutes. g is image under Q of a unique arrow in (a ↓ C) and g ◦ ηc = g ◦ ic = f . So L is a

left adjoint of Q with unit η.

ia

ic

`

a

c

a c

g



e



f



c0

12) For c, d ∈ C we get the following copower and power bijections, producing an adjunction:

(III.3 (4)) C(X · c, d) ∼

= C(c, d)X ∼

= C(c, dX ) (IV.4(6))



=⇒



(c 7→ X · c) a (c 7→ cX )



IV.3 1) (Trivial) 2) From any abelian group A, we can form the quotient by its torsion subgroup:

A 7→ A/AT . Since homomorphisms take torsion elements to torsion elements, this operation

descends to arrows, making it a functor. Any map from A to a torsion free abelian group B

induces a unique map of the quotient A/AT → B. This makes A → A/AT a universal arrow

from A to the inclusion functor from torsion free abelian groups into Ab (i.e. the unit of a right

adjoint to the inclusion functor).

3) In the dual universe, where everything wears a bar on its head, the hypotheses read:

¯ ϕ¯−1 i : A¯ * X

¯ is an adjunction with G

¯ full and every counit η¯x an epi. So Theorem 1 (ii)

hF¯ , G,

says each η¯x is also a split monic =⇒ each unit ηx is an epi. (Is this reasoning kosher?)
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4) a) Starting with a preorder P , say x, y ∈ P satisfy x ∼ y when x ≤ y and y ≤ x. This

relation is manifestly reflexive, symmetric and transitive, so we can form P 0 = P/ ∼. Since order

in P is transitive, P 0 is a well-defined preorder. In fact, P 0 is a partial order, and the monotonic

projection arrow P → P 0 is universal from P to the inclusion of partial orders into preorders.

b) Choose X ∈ Top. say x, y ∈ X satisfy x ∼ y when every neighborhood of x contains y,

and every neighborhood of y contains x. Again, a quick check shows X/ ∼ is well-defined (with

the quotient topology). Let f : X → Y be continuous and suppose f (x) 6= f (y) for x, y ∈ X. If

Y is T0 , there is an open set f (x) ∈ U ⊂ Y such that f (y) 6∈ U =⇒ y 6∈ f −1 (U ). This shows

x 6∼ y. It follows that f factors uniquely through the projection X → X/ ∼.

5) Fix x ∈ X, a ∈ A and pick distinct arrows h, k : a → a0 . If G is faithful, then Gk and

Gh are distinct and induce distinct functions on hom-sets, as shown in the commuting diagram

below. Pick an epi f : x → Ga. and let g = ϕ−1 f . Then Gk 6= Gh =⇒ Gk ◦ f 6= Gh ◦ f =⇒

Gk∗ ◦ ϕ(g) 6= Gh∗ ◦ ϕ(g) =⇒ ϕ ◦ k∗ (g) 6= ϕ ◦ h∗ (g) =⇒ h ◦ g 6= k ◦ g. This shows g is an

epi. Conversely, If ϕ−1 takes epis to epis, then for each a ∈ A, ϕ−1 1Ga = a is an epi =⇒ G is

faithful by Theorem 1.

A(F x, a)

k∗



ϕx,a



h∗



A(F x, a0 )



X(x, Ga)

Gk∗



ϕx,a0



Gh∗



X(x, Ga0 )



6) G ◦ ηG = 1G is given by the triangle identities. To show ηG ◦ G = 1GF G , we can suppose

G is full, =⇒ each a is a split monic with left inverse 0a . Then GF Ga ◦ ηGa = 1Ga =⇒

G0F Ga ◦ 1GA = 1GF Ga ◦ ηGa = ηGa =⇒ ηGa ◦ GF Ga = 1GF Ga and we’re done.

7) Suppose S : J → A has a limit b ∈ B. Let b0 ∈ A be the image of b by the reflector. Any

cone over S factors through b, and every arrow b → A factors uniquely through b0 , so cones over

S factor through b0 also. This makes b0 a limit of S in A.

IV.4 1) b) Equivalence of categories is associative, since for

T0



T

D



C

S



S



0



A



with ST , T S, S 0 T 0 and T 0 S 0 all isomomorphic to the identity,



we must have T 0 T SS 0 ∼

= T 0 IS 0 ∼

= I ∼

= SIT ∼

= SS 0 T 0 T . So A is equivalent to C ⇐⇒ A0 is

equivalent to C0 ⇐⇒ A0 ∼

C

since

a

natural

isomorphism in a skeletal category is the identity.

= 0

(b) =⇒ (a) since a category is equivalent to itself.

2) a) This follows from the first part of (1b). b) Apply Theorem 1.

3) S satisfies the hypotheses of Theorem 1 (iii) with “isomorphic to” replaced by “equal to.”

The construction of T in the ensuing proof gaurantees ST = 1C =⇒ η = 1.
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4) (a) =⇒ (b): Suppose that G has a left-adjoint-left-inverse F . Since F G = 1, G must

be injective on objects, and both F and G must be faithful. For a, b ∈ A, f : Ga → Gb,

F GF f = F f =⇒ (since F is faithful) G(F f ) = f =⇒ G is full. (a) =⇒ (c) Let Y

be the ’image’ of G, that is, the objects x = Ga : a ∈ A along with all their arrows. Y is a

full subcategory of X with insertion K. Let F 0 : Y → A be the restriction of F to Y . Then

F 0 G = F G = 1 = GF 0 =⇒ Y ∼

= A. So if H : A → Y is identical to G with restricted codomain,

we get G = KH. (c) =⇒ (a) follows (roughly) from Proposition 2.

5) This follows immediately from problem (8b) in section IV.2.

IV.5 1) Fix X, Y ⊂ H. Then X ⊥ ⊂ Y ⇐⇒ (y, x) = 0 for all x ∈ X, y ∈ Y ⇐⇒ Y ⊥ ⊂ X.

2) Let P˜ = {p | p = RLp}. Clearly P˜ ⊂ {p|p = Rq}. And since p = Rq =⇒ RLp =

˜ = {q | q = LRq} then R| ˜ and

RLRq = Rq = p (RLR = R in a poset), {p | p = Rq} = P˜ . If Q

Q

∼

˜

˜

L|P˜ are mutually inverse =⇒ P = Q.

For group automorphisms of a field, these tilde sets correspond to subgroups. (Or is it normal

subgroups? I’m not sure.) As to whether these results generalize, the bijection {p | p = RLp} ∼

=

{q | q = LRq} can be formed for any adjunction (the respective restrictions of L and R give a

bijection). However, it is not always the case that {p | p = RLp} = {p | p = Rq}. If F and U are

the free group and forgetful functors, then {0, 1} = U (S2 ) but U F {0, 1} = {0, 1, 00, 11, 01, 10....}.

3) Fix (x → a) ∈ (C ↓ a) and (x0 → a0 ) ∈ (C ↓ a0 ). (y → a) = f ∗ (x0 → a0 ) gives rise to

the pullback square below. An arrow u ∈ (C ↓ a)((x → a), f ∗ (x0 → a0 )) yields a composite

g : x → x0 , making the outer diamond commute. Since x → a → a0 = f∗ (x → a), g ∈ (C ↓

a0 )(f∗ (x → a), (x0 → a0 )). Had we begun with g : x → x0 making the outer diamong commute,

there would be a unique u : x → y as below. This gives a bijection (C ↓ a0 )(f∗ (x → a), (x0 →

a0 )) ∼

= (C ↓ a)((x → a), f ∗ (x0 → a0 )).

x0

g

x



u



y



a0

a f



IV.6 1) a) Fix X, Y, Z ⊂ U . i) The terminal object in P(U ) is clearly U . ii) The product of

subsets is given by intersection. An arrow ∆X = hX, Xi → hY, Zi represents the inclusions

X ⊂ Y and X ⊂ Z which hold just when X ⊂ Y ∩ Z (see problem III.3 (2)), hence

PU ×PU (∆X, hY, Zi) ∼

= PU (X, Y ∩Z). iii) Let Z Y = (U \Y )∪Z. Observe that X ∩Y ⊂ Z ⇐⇒

for each x ∈ X, x ∈ Y =⇒ x ∈ Z. That is, either x ∈ Z or x 6∈ Y , which is to say

X ⊂ (U \Y ) ∪ Z. This gives a bijection PU (X × Y, Z) ∼

= PU (X, Z Y ).

b) Let B be a boolean algebra and fix a, b, c ∈ B. i) The top element &gt; serves as terminal

object. ii) In B × B, ∆x ≤ hy, zi ⇐⇒ x ≤ y and x ≤ z ⇐⇒ x ≤ y ∧ z, which gives a bijection:

B × B(∆x, hy, zi) ∼

= B(x, y ∧ z). Thus hy, zi 7→ y ∧ z is the product in B. iii) If x ∧ y ≤ z, then

¬y ∨ (x ∧ y) ≤ ¬y ∨ z giving the chain: x ≤ ¬y ∨ x ≤ (¬y ∨ x) ∧ (¬y ∧ y) = ¬y ∨ (x ∧ y) ≤ ¬y ∨ z.

Conversely, if x ≤ ¬y ∨ z then x ∧ y ≤ (¬y ∨ z) ∧ y = (¬y ∧ y) ∨ (z ∧ y) = z ∧ y ≤ z. This

establishes a bijection B(x ∧ y, z) ∼

= B(x, ¬y ∨ z), making z 7→ z y = ¬y ∨ z the exponential in B.

2) This is an immediate consequence of (1b), interpreting ¬y ∨ z as y =⇒ z.
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3) Let C be a cartesian closed category with terminal object t and choose a, c, b, b0 ∈ C. By

Proposition 1 (2) in section III.5, c ∼

= c × t. It follows that C(a, c) ∼

=0 C(a × t, c) ∼

= C(a, ct ).

t

b×b

Since this bijection is natural in a, c ∼

Similarly, C(a, c

)∼

= c (Yoneda).

= C(a × (b × b0 ), c) ∼

=

0

0 b ∼

b b0

b×b0 ∼

b b0

∼

C((a × b ) × b, c) = C(a × b , c ) = C(a, (c ) ) =⇒ c

= (c ) (again by Yoneda).

4) Choose objects a, b, c in a cartesian closed category C. Each arrow d × a → b together

with the projection d × a → d induces a unique arrow d × a → d × b. This is a natural

transformation of functors C(− × a, b) → C(− × a, − × b). Similarly, each f : d × a → d × b

and g : d × b → c yield the composite g ◦ f : d × a → c. This is also a natural transformation

C(−×a, −×b)×C(−×b, c) → C(−×a, c). Together, these give for each d ∈ C a transformation:

C(d, cb × ba ) ∼

= C(d × b, c) × C(d × a, b) → C(d × b, c) × C(d × a, d × b) →

= C(d, cb ) × C(d, ba ) ∼

C(d×a, c) ∼

= C(d, ca ) natural in d, hence a unique arrow cb ×ba → ca by the corollary to Yoneda.

To see this natural transformation in action, fix objects a, b, c ∈ Set, and watch the chain of

correspondences act on maps f ∈ cb and g ∈ ba picked out by an arrow from d = {?}.

C(d, cb × ba )

? 7→ hf, gi ∈ cb × ba

b

a

∼

C(d,

c

)

×

C(d,

b

)

h?

7→ f, ? 7→ gi

=

∼

C(d

×

b,

c)

×

C(d

×

a,

b)

hf

: ? × b → c, g : ? × a → bi

=

→ C(d × b, c) × C(d × a, d × b)

hf : ? × b → c, g : ? × a → ? × bi

→ C(d × a, c)

f ◦ g : ? × a → ci

a

∼

C(d,

c

)

?

7→ f ◦ g.

=

So (? 7→ hf, gi) 7→ f ◦ g as desired. (I’m not sure how to show this is associative).

5) INCOMPLETE

IV.7 1) hX, ai 7→ X · a is a bifunctor Set × C → C. For each fixed a, the bijection C(X · a, c) ∼

=

Set(X, C(c, a)) shows that (− · a) : Set → C has a right adjoint, C(a, −) : C → Set, natural in

a. Indeed, Theorem 2 (in dual form) shows that the copower functor can be constructed as a

left adjoint (with parameter) to the bifunctor C(−, −) : C op × C → Set.

2) Let h : p → p0 be an arrow between parameters. For each fixed x, p and p0 give rise to

distinct η’s: ηx : c → G(p, F (x, p)) and ηx0 : x → G(p0 , F (x, p0 ). By (i) setting a = F (x, p0 )

and chasing the identity around the diagram in Theorem 3 (beginning at the bottom-left) or

(ii) setting τ = G(h, −) and σ = F (−, h) in the right square of diagram (7), one can show:

G(p, F (x, h)) ◦ ηx = G(h, F (p0 , x)) ◦ ηx0 . The unit of a parameterized adjunction is natural in its

parameter just when it satisfies this equation.

3) What is there to do here that the problem doesn’t spell out? Checking that R respects

composition seems trivial.
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4) The big diagram in the problem commutes exactly when any one of the following small

ones do (ignore the α’s and β’s). Using the big diagram, we can obtain these small ones by:

i) Setting a = F x and chasing the identity from top-left to top-right

ii) Setting x = Ga and chasing the identity from bottom-left to bottom-right

iii) Setting a = F x and chasing the identity from top-left to bottom-right

iv) Setting x = Ga and chasing the identity from bottom-left to top-right

F 0H



σ



KF



HG



0



i)



F β



F 0 Hη

F 0 HGF



F 0τ F



F 0 G0 KF



η0 H

H



G0 F 0 HG



G0 F 0 H



β



F 0 HG



G0 σ



iii) Hη

HGF



ii) η 0 HG



0 KF



τF



iv) σG



G0 KF



KF G



τ



G0 K



0



Gα

G0 σG

F 0τ



G0 K

G0 KF G

F 0 G0 K



α

K



0 K

K



For any choice of τ , diagram (i) dictates the behavior of σ and for any choice of σ, diagram

(ii) dictates the behaviour of τ : each determines the other.

5) Choose α : F 0 HG → K. It is depicted in diagram (iv) above. Applying G0 gives the

diagonal arrow in (ii) and taking the composite G0 α · η 0 HG yields a natural transformation

HG → G0 K which we can take to be τ . τ in turn determines a unique σ, making the “adjoint

square” of problem (4), and the two together form the commutative square (iii), giving β. In the

direction, beginning with β : H → G0 KF we can form F 0 β as in (i) and then 0 KF · F 0 β which

we take to be σ. Then σ determines τ , and the two together make the commutative square (iv),

giving α. These operations are inverse, and give a bijection: N at(F 0 HG, K) ∼

= N at(H, G0 KF ).

IV.8 1) The operation which horizontally composes adjunctions is a bifuntor if it respects composition. That is, given a pair of arrows in Adj(A, D)×Adj(X, A), we must show that composite

of their images is the image of their composite. To it, choose three adjunctions forming the two

conjugate pairs, and then choose three more with bars on their heads:

hσ,τ i



hσ 0 ,τ 0 i



hF, G, η, i −−−→ hF 0 , G0 , η 0 , 0 i −−−−→ hF 00 , G00 , η 00 , 00 i : X * A

h¯

σ 0 ,¯

τ 0i



h¯

σ ,¯

τi



¯ η¯, ¯i −−−→ hF¯0 G

¯0 , η¯0 , ¯0 i −−−−→ hF¯00 G¯00 , η¯00 , ¯00 i : A * D

and hF¯ G,

The vertical composites of these conjugate pairs (each in its own Adj category) are hσ 0 ·σ, τ 0 ·τ i

and h¯

σ0 · σ

¯ , τ¯0 · τ¯i. Composing these new conjugates horizontally yields: h¯

σ0 · σ

¯ ◦ σ 0 · σ, τ · τ 0 ◦ τ¯ · τ¯0 i.

On the other hand, performing the horizontal compositions first gives the conjugates: h¯

σ ◦σ, τ ◦ τ¯i

and h¯

σ 0 ◦ σ 0 , τ 0 ◦ τ¯0 i and their vertical composite is h¯

σ0 ◦ σ0 · σ

¯ ◦ σ, τ 0 ◦ τ¯0 · τ ◦ τ¯i. These two outcomes

are equal by the interchange law for natural transformations. Indeed, this calculation establishes

another interchange law for horizontal and vertical composition of conjugates pairs.
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2) Let U : Rng → Set be the forgetful functor. If U1 : Rng → Ab and U2 : Ab → Set are

forgetful functors with left adjoints F1 and F2 respectively, then Theorem 1 says F = F1 ◦ F2

is a left adjoint of U2 ◦ U1 = U . Let’s see what F does. Recall that F2 gives the free abelian

group on a set of generators and F1 gives the tensor algebra on a given abelian group (see

III.1 (3a)). Beginning with X ∈ Set, F2 X is group of formal sums of elements in X: F2 X =

{i1 x1 + i2 x2 + · · · + in xn }. F1 F2 X is the then the tensor algebra formed from F2 X, consisting of

m

m

m

the elements (i11 x11 + · · · + i1n1 x1n1 ) ⊗ (i21 x21 + · · · + i2n2 x2n2 ) ⊗ · · · ⊗ (im

1 x1 + · · · + inm xnm ) ⊗ j and all

their linear combinations (“j” is taken from the copy of Z representing the 0th tensor product

of F2 X). Since taking tensorPproducts is linear in the addition of F2 X, every

of F1 F2 X

Pelement

m

m

can be reduced to the form k=1 xk1 ⊗ xk2 ⊗ · · · ⊗ xkn ⊗ j k . Rewriting this as k=1 j k xk1 xk2 . . . xkn ,

it becomes clear that F X = F1 F2 X is the set of Z-linear combinations of strings of elements

from X.

U2

U1

Set. Now U1 ’s left

Mon −−→

Alternatively, we could think of U as the composite Rng −−→

adjoint, F1 , sends each monoid to its integral group ring (see III.1 (1a)) and U2 ’s left adjoint,

F2 sends each set to the free monoid on its elements. As before F = F1 ◦ F2 is a left adjoint

for U , nature we will now discern: Fix X ∈ Set. F2 X is the set of words on letters in X.

F

F2 X is the ring of Z-linear combinations of elements in F2 X, that is, the ring with elements

P1m

k k k

k

k

k=1 j x1 x2 . . . xn : xi ∈ X. So both ways of getting an adjoint for U have the same result.

3) a) Fix D ∈ ModS and F ∈ ModR . The set of right S-module homomorphisms

homS (E, D) can be thought of as a right R-module by the operation f r(m) = f (rm) for

f : E → D, r ∈ R and m ∈ E. Let g : F → homS (E, D) be right R-module homomorphism. Define g˜ : F × E → D by g˜(m1 , m2 ) = g(m1 )(m2 ). g˜ is additive in each variable, and for

any r ∈ R, g˜(m1 r, m2 ) = g(m1 r)(m2 ) = g(m1 )r(m2 ) = g(m1 )(rm2 ). So g˜ is bilinear and factors

uniquely as a map F ⊗R E → D. Conversely, beginning with a right S-module homomorphism

g : F ⊗R E → D, we can define g˜ : F → homS (E, D) by g˜(m1 )(m2 ) = g(m1 ⊗m2 ). For any r ∈ R

and s ∈ S, g˜(m1 r)(m2 s) = g((m1 r) ⊗ (m2 s)) = g(m1 ⊗ (rm2 ))s = g˜(m1 )(rm2 )s = g˜(m1 )r(m2 )s.

This shows that g˜ is right R-module homomorphism and g˜(m1 ) is a right S-module homomorphism, so g 7→ g˜ is well defined. These two operations are inverse, yielding a (natural) bijection:

ModS (F ⊗R E, D) ∼

= ModR (F, homS (E, D)).

b) Part (a) shows that for each fixed E ∈ R ModS , − ⊗R E has a right adjoint. To prove

this is an adjunction with paramter, it only remains (by Theorem 3 IV.7) to show that − ⊗R − :

ModR × R ModS → ModS is a bifunctor, which is an exercise for another chapter.

c) Fix H ∈ S ModT . As before, there is an adjunction h− ⊗S H, homT (H, −)i : ModS *

ModT . The composite of this with the adjunction h− ⊗R E, homS (E, −)i can be seen in the

following bijection, natural in F ∈ ModR and G ∈ ModT :













ModT F ⊗R E⊗S H, G ∼

= ModS F ⊗R E, homT (H, G) ∼

= ModR F, homS E, homT (H, G)
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V.1 1) Choose a functor F : J → (x ↓ C). Let P : (x ↓ C) → C be the projection functor

and suppose τ : d → P F is a limiting cone in C. If Fj = (fj : x → Fj ) then by the definition

of arrows in (x ↓ C), F α ◦ fj = fi for each arrow α : j → i in J. This says that x together

with the arrows fj is a cone to U F , so there is a unqiue h : x → d such that τj ◦ h = fj for

each j ∈ J. These equalities give a collection arrows σj : (h : x → d) → (fj : x → Fj ) which

is evidently a cone over F . Let η : (h0 : x → d0 ) → F be any other cone. P η is a cone with

apex d0 , so it factors uniquely through e : d0 → d. The fact that τj ◦ e = ηj and ηj ◦ h0 = fj

for each j ∈ J means τj ◦ e ◦ h0 = fi =⇒ e ◦ h0 = h by uniqueness. So we have an arrow

e : (h0 : x → d0 ) → (h : x → d) through which η factors, proving that σ is universal. σ is unique

among limits that satisfy P σ = τ , so P creates limits.

2) Let U denote the forgetful functor. Choose a functor F : J → CompHaus and suppose

τ : X → U F is a limiting cone in Set. Let X 0 be the space with underlying set X and a topology

generated by the sets τj−1 U Fj . This is the coarsest topology for which each τj is continuous:

we

Q

∼

have to show that

it

is

compact

and

hausdorff.

i)

By

Theorem

1,

X

Cone(?,

U

F

)

⊂

U

F

=

j.

j∈J

Q

Choose x

¯ ∈ ( j Fj )\X 0 . For some arrow α : i → j in J, x

¯j 6= F α(x¯i ). Since Fj is hausdorff,

there is a neighborhood Vj containing x¯j but not F α(x¯i ), and since Fi is hausdorff, there is a

neighborhood Vi of x

¯i such that F α(Vi ) ∩ Vj = ∅. If pi , pj are the product projections to Fi

−1

−1

and

F

,

then

p

(V

of x

¯ disjoint from X 0 , showing

i ) ∩ pj (Vj ) is an open neighborhood

i

Q j

Q

Q that

( j Fj )\X 0 is open. By Tychonoff’s theorem, j Fj is compact, and since X 0 is closed in j Fj ,

X 0 is compact too. ii) Choose two elements x

¯, x

¯0 ∈ X 0 . They are distinct because for some

0

0

j ∈ J, x

¯j 6= x

¯j . Let Vj and Vj be disjoint neighborhoods of x

¯j and x

¯0j respectively. τj−1 (Vj ) and

τj−1 (Vj0 ) are disjoint neighborhoods of x

¯ and x

¯0 . This shows that X 0 is hausdorff.

0 0

We now have a cone τ X → F . To show that it is universal, let σ : T → F be any other

cone. U σ is a cone from U T to U F , so it factors uniquely through a map of sets f : U T → X.

This induces a map of spaces f 0 : T → X 0 . If U ⊂ X 0 is open, then is is generated by the inverse

images of open sets from the various Fj . That means f 0−1 (U ) can be obtained from unions and

finite intersections σj−1 Uj for Uj ⊂ Fj open. This implies f 0−1 (U ) is open, which means f 0 is

continuous. It is evidently unique =⇒ X 0 =LimF .

Finally, to prove U creates limits we also need to show that X 0 is the only limit of F with

U X 0 = X. Suppose X 00 is another limit of F with U X 00 = X. Since τ : X 0 → F is a cone, it

factors through an arrow f : X 0 → X 00 , which satisfies U f = 1X . Since f is continuous, every

open set in X 00 is also open in X 0 . Since X 0 has the coarsest topology making each τj continuous,

X 00 must have the same topology as X 0 . So X 00 = X 0 and X 0 is unique.

3) Let P = hP1 , P2 i be the projection X 2 → X × X. Choose a functor F : J → X 2 and

suppose τ : hx, yi → P F is a limiting cone. For each j ∈ J, τj consists of two arrows: τj1 : x →

P1 Fj and τj2 : y → P2 Fj . So we actually have two limits: τ 1 : x → P1 F and τ 2 : y → P2 F . For

each arrow α : i → j in J, P1 α ◦ τi1 = τj1 and P2 α ◦ fi = fj ◦ P1 α =⇒ P2 α ◦ fi ◦ τi1 = fi ◦ τj1 . So x

together with the arrows fj ◦ τj1 form a cone over P2 α, which must factor through y = LimP2 α.

This gives a unique arrow h : x → y, satisfying fj ◦ τj1 = τj2 ◦ h for all j ∈ J. In other words,

we now have a J-indexed collection of commutative squares with h : x → y on one edge and

fj : P1 Fj → P2 Fj on the other, forming a cone over F in X 2 . To show this cone is universal,

let σ = hσ 1 , σ 2 : (h0 : x0 → y 0 ) → F be another cone. Then P σ is a cone in X × X, i.e. the pair

σ 1 : x0 → P1 F and σ 2 : y 0 → P2 F . These factor uniquely through x and y respectively, giving a

pair of arrows x0 → x and y 0 → y, hence a single arrow in X 2 . Therefore (h : x → y) =LimF .



30



Q

4) If F : J → FinSet

Q is a finite diagram, then j Fj has finitely many many objects, which

means Cone(?, F ) ⊂ j Fj is an element of FinSet. The proof of Theorem 1 then goes forward,

unchanged, showing that Cone(?, F ) =LimF .

5) Cat contains small categories, each of which has a small set of objects. If F : J → Cat

is a functor and U : Cat → Set sends each category to its object set, then U F is a diagram

in Set which has a limit D = Cone(?, U F ). Each element d ∈ D is a collection of objects

dj ∈ Fj . Given two elements, c, d ∈ D, call a collection of arrows fj : cj → dj matching if for

each α : i → j in J, F α(fi ) = fj . Let D0 be the small category with objects D and arrows all

sequences of matching arrows. It is easy to check that D0 =LimF .

6) (Trivial)

7) Each projection Pn : Fn+1 → Fn takes a polynomial and drops its top term. So if

U : Rng → Set is the forgetful functor, a cone from {?} to U F is a sequence of polynomials

with increasing degree which all match where they are defined. Such sequences are identical

to formal power series in x (i.e.K[[X]]). As the commentary to Theorem 2 points out, there is

exactly one way of giving Cone(?, U F ) = K[[X]] a ring structure so that all the induced maps

to Fj are homomorphisms. It is the usual operations of addition and multiplication in a formal

power series, and makes K[[X]] =LimF .

8) (This problem is only in the second

` edition). Let F : J → Set be a functor. Define ∼ to be

the minimal equivalence relation on i Fi = {hxj , ji : j ∈`

J, xj ∈ Fj }, such that hxi , ii ∼ hxj , ji

whenever F α(xi )`

= xj for an arrow α : i → j. Let X = j Fj / ∼ and let πi be the composite

0

projection Fi → j Fj → X. This defines a cone from F to X.

` If τ : F 0→ X is another such

cone, then the maps τj must factor uniquely though a map h : j Fj → X . Elements equivalent

under ∼ must have the same image in X 0 , so h factors again through the quotient projection,

which means τ factors uniquely through π, and X is a colimit for F .

Q

V.2 1) a) Among the projections pu : u Fcod u are Q

those for which u = 1i is an identity

arrow in J. These are a J-indexed collection of arrows u Fcod u → Fi , so they factor uniquely

through an arrow h satisfying pi ◦ h = p1i for all i ∈ J. This, together with the equations

pu ◦ g = F u ◦ pdom u and pu ◦ f = pcodu (from the commutative diagram of Theorem 1) implies

pi ◦ h ◦ g = p1i ◦ g = F 1i ◦ pdom 1i = pi and pi ◦ h ◦ f = p1i ◦ f =Qpcod 1i = pi again for all

i ∈ J. This says h ◦ f and h ◦ g act as the identity on each factor of i Fi , hence on the whole

thing, making h a common left inverse of f and g. Therefore, in a category with equilizers for

all arrows with a common left inverse, Theorem 1 still applies and we get all small limits.

b) Suppose f, g : X → Y have a common right inverse r. Then hf, gi ◦ hr, ri = h1Y , 1Y i =⇒

{hy, yi} = Im(h1Y , 1Y i) = Im(hf, gi ◦ hr, ri) ⊂ Im(hf, gi). Conversely, if {hy, yi} ⊂ Im(hf, gi),

then for each y ∈ Y there is an xy ∈ X such that hf xy , gxy i = hy, yi =⇒ r : y 7→ xy is a

common right inverse of f and g.

2) Choose a functor F : J → C1 × C2 If P1 and P2 are the evident projections to C1 and

C2 , then by the hypothesis that these two categories are complete, there are limiting cones

hLi = LimPi F, τ i i : i = 1, 2, which is the same as as single cone τ : L = hL1 , L2 i → F . Each

cone σ = hσ 1 , σ 2 i : hd1 , d2 i → F in C1 × C2 descends to a pair of cones σ i : di → Pi F , each

of which factors through one of the Li , yielding an arrow hh1 , h2 i : hd1 , d2 i → hL1 , L2 i which

satisfies τ ◦ hh1 , h2 i = hτ 1 ◦ h1 , τ 2 ◦ h2 i = hσ 1 , σ 2 i = σ. Therefore L =LimF .
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This reasoning is born out in this bijection string, which also yields the dual result when read

backwards.

(C1 × C2 )J (∆hd1 , d2 i, F ) ∼

= C1J (∆d1 , P1 F ) × C2J (∆d2 , P2 F )

∼ C1 (d1 , LimP1 F ) × C2 (d2 , LimP2 F ) =

∼ C1 × C2 (hd1 , d2 i, hLimP1 F, LimP2 F i)

=

3) (Trivial) 4) (In this problem I’ll use Lim and Colim instead of Lim with an arrow under

it). Choose c ∈ C. There is a bijection ϕ : C(c, LimF ) ∼

= C J (∆J c, F ), which extends to the

transformation below, natural in c. (Note: in the third hom-set: ∆J 0 (Hc) = H(∆J c)W )

Hϕ



W∗



J



J0



C 0 (Hc, HLimF ) −−→ C 0 (H∆J c, HF ) −−→ C 0 (∆J 0 (Hc), HF W ) ∼

= C 0 (Hc, LimHF W )

By the Corollary to the Yoneda lemma, there is a unique arrow t : HLimF → LimHF W

such that C 0 (−, t) gives the transformation above. (That is not quite true, this transformation

would need to take c as an argument rather than Hc... but this is still an OK proof sketch...)

Let’s determine t by setting c =LimF and chasing the identity down the line. Hϕ(1LimF ) = Hν,

where ν is the limiting cone of LimF . Then W ∗ (Hν) = HνW . HνW is a cone over HF W , so it

factors uniquely through ν 0 , via an arrow HLimF →LimHF W . This arrow is t, by hypothesis.

Hence ν 0 ◦ ∆J 0 t = HνW and the left square of the diagram in the problem commutes. A similar

argument applies to the right square.

5) a) Setting C 0 = C and H = 1C in problem (4) shows that each W : J 0 → J produces

an arrow t = tW : LimF →LimF W . This is the arrow function of a proposed (contravariant)

functor L : (Cat ↓ C) → C (L : W 7→ tW ) which sends each diagram to its limit in C. For L

to be a bona fide functor, it needs to preserve composition. Any pair of composable arrows in

W0



W



F



(Cat ↓ C) can be thought of as a string J 00 −−→ J 0 −→ J −

→ C, giving rise (as in problem (4))

to the following transformation, natural in c for each c ∈ C:

0 ∗



∗



0

00

(W )

W

C(c, LimF ) ∼

= C J (∆J c, F ) −−→ C J (∆J 0 c, F W ) −−−−→ C J (∆J 00 F W W 0 ) ∼

= C(c, LimF W W 0 )



L(W W 0 ) = tW W 0 is the unique arrow LimF →LimF W W 0 such that C(−, tW W 0 ) gives the

transformation above. Since (W 0 )∗ ◦ W ∗ = (W W 0 )∗ , it is plain that tW W 0 = tW 0 ◦ tW .

b) Let hβ, W i be an arrow in the super comma category with W : J 0 → J and F : J →

C, F 0 : J 0 → C ad suppose F and F 0 have limiting cones τ and τ 0 respectively. Problem (4)

gives a “canonical” arrow tW :LimF →LimF W . Problem (3) gives an arrow Limβ :LimF W →

LimF 0 . Their composite satisfies τ 0 ◦Limβ ◦ tW = β · τ W , and is the unique arrow with this

property. Let hβ, W i 7→ Limβ ◦ tW be the arrow function of the Lim functor from the super

comma category to C (call this functor A).

To check that A preserves composition, let F 00 : J 00 → C be another object (with limiting

cone τ 00 ) and hβ 0 , W 0 i with W 0 : J 00 → J 0 another arrow in the super comma category. hβ, W i ◦

hβ 0 , W 0 i = hβ 0 · βW 0 , W W 0 i, whose image under A is Lim(β 0 · βW 0 ) ◦ tW W 0 , the unique arrow

LimF → LimF 00 such that τ 00 ◦Lim(β 0 ·βW 0 )◦tW W 0 = β 0 ·βW 0 ·τ W W 0 . Recall that τ 0 ◦Limβ◦tW =

β · τ W . This is an equality of natural transformations of functors from J 0 , (the C-arrows on the

right-hand side are really nautral transformations from diagonal functors). Precomposing with

W 0 , it becomes τ 0 W 0 ◦Limβ ◦ tW = βW 0 · τ W W 0 . This, together with the fact τ 00 ◦Limβ 0 ◦ tW 0 =

β 0 ·τ 0 W 0 implies τ 00 ◦(Limβ 0 ◦tW 0 )◦(Limβ ◦tW ) = β 0 ·τ 0 W 0 ◦(Limβ ◦tW ) = β 0 ·βW 0 ·τ W W 0 . Hence

A(hβ 0 , W 0 i)◦A(hβ, W i) = (Limβ 0 ◦tW 0 )◦(Limβ◦tW ) =Lim(β 0 ·βW 0 )◦tW W 0 = A(hβ, W i◦hβ 0 , W 0 i)

by uniqueness, proving the A is a functor.
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V.4 1) and 2) (Trivial)

3) F does not preserve products. If {0} and {1} are singletons in Set, then F ({0} × {1}) =

F ({h0, 1i}) ∼

6 (Z × Z) ∼

=Z∼

=

= (F ({0}) × F ({1})) in Ab.

4) Let F : J → Set be a functor with limit L = LimF . Suppose σ : Y → X × F is a cone.

Each σi is really a pair of arrows, one to X and one to F . Since the first-coordinate projection

of an arrow in X × F is the identity on X and σ is a cone, the X-components of any two σi ’s

are identical. In other words, we might as well think of σ as a cone over F , meaning it factors

uniquely through L. Now we can add the Y → X arrow back in and form an arrow Y → X × F

through which σ factors in earnest. This shows L =LimF .

5) Let τ : LimF → F and η : LimHF → HF be limiting cones in C and C 0 respectively.

Hτ : H◦LimF → HF is again a cone, because H∗ is natural. So there is a unique “canonical”

arrow ϕ : H◦LimF → LimHF through which Hτ factors. Suppose ϕ is an isomorphism. We

must show that H◦LimF is a limit for HF . For any cone σ : d → HF , there is a unique

arrow θ : d → LimHF such that σ = η ◦ θ. That means that σ, via the arrow ϕ−1 ◦ θ, also

factors through the cone η ◦ ϕ : H◦LimF → HF . The composite is unique as well, for if

θ0 : d → H◦LimF also satisfies σ = (η ◦ ϕ) ◦ θ0 , then rewritten as σ = η ◦ (ϕ ◦ θ0 ), this shows

ϕ ◦ θ0 = θ, which is to say θ0 = ϕ−1 θ, as proposed. So H◦LimF really is a limit over HF . The

argument above rested entirely on the fact that ϕ was an isomorphism. If Lim0 F were another

limit over F in C, then H would preserve the isomorphism: H◦Lim0 F ∼

= H◦LimF . This would

imply H◦Lim0 F ∼

= LimHF , making H◦Lim0 F yet another limit over HF . It follows that every

limit of F is preserved by H.

V.5 1) The terminal object {?} is a limit in Set. Indeed, an object in set is a terminal object

in Set precisely when it has one element. This ocurrs for X × {?} exactly when it does for X.

2) If D had a right adjoint, it would of course be a left adjoint and preserve colimits. Since

a colimit in Vctop is the same as a limit with arrows reversed, this is the case just when

¯

¯ for all diagrams F : J → Vct. Suppose J = N, thought of as a discrete

D(LimF

) =ColimDF

Q∞

category and each Fj is isomorphic to K (the underlying field). Then LimF = j=1 Fj ∼

= K N.

`

Q

n

n

∼ N

∼

¯ =

The dual of each Fj is again isomorphic to K, which means ColimDF

j=1 Fj =

j=1 = K

(this string uses the fact that products and coproducts are the same in Vct). But then if D

preserved colimits, we would have (K¯N ) ∼

= K N , contradicting the fact that only finite-dimensional

spaces are isomorphic to their duals. So D has no right adjoint.

3) Suppose C is a full reflective subcategory of D with reflector R. If F : J → C is a small

diagram, then its composition with the inclusion K : C → D is also a small diagram, with a

colimit d in D. Because R is a left adjoint, it preserves colimits, so that Rd is a colimit of the

diagram RKF . Since R can be made to act as the identity on C, this means Rd is a colimit of

F , showing that C is small-complete.

4) Suppose Setop is cartesian closed. For each set X, the functor − × X : Setop → Setop has

a right adjoint, and therefore preserves colimits. Since initial objects are a kind of colimit, this

means {?} × X is (like {?}) is an initial object in Setop , which is not the case when |X| &gt; 1.

(I’m confused about whether product in Setop looks like product or coproduct in Set. As it

happens, when one of the sets is a singleton it makes no difference, so we’re all clear).
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V.6 1) Let P denote the projection (x ↓ G) → A. Fix a functor F : J → (x ↓ G) from a small

diagram category, where Fj = (fj : x → Gaj ) ∈ (x ↓ G). Suppose τ : d → P F is a limit in A.

Since G preserves small-limits, Gτ : Gd → GP F is again a limit in X. Observe that the arrows

fj : x → Gaj = GP F (j) form a cone, which must factor as fj = Gτj ◦ h for a unique arrow

h : x → Gd. This makes τ : h → F a cone in (x ↓ G) - unique (by uniqueness of h) with P τ = τ

and P (h) = d. I claim h is a limit of F . Suppose σ : (h0 : x → Gb) → F is another cone in

(x ↓ G). P σ : b → P F is a cone in A, and factors uniquely through an arrow k : b → d. Since

for each j ∈ J, Gτj ◦ Gk ◦ h0 = G(τj ◦ k) ◦ h0 = GP σj ◦ h0 = fj , we must have Gk ◦ h0 = h by

uniqueness of h. This shows that k can also be thought of as an arrow h0 → h in (x ↓ G). It is

the unique arrow allowing σ to factor through τ , showing that h : x → Gd is a limit of F .

2) (Am I doing something wrong here? Mac Lane insists these constructions are simpler than

the usual free constructions... I disagree. Is this tomæto - tom¨

ato or have I erred somehow?)

i) U : Rng → Set: This functor creates all small limits, as stated in the discussion of

Theorem 2 (V.1), showing that Rng is small-complete and U preserves its limits. For each

set X and map f : X → U R (for a R any ring), one can form the subring of R consisting of

polynomials in the variables f (x) : x ∈ X with coefficients in Z. The collection of all (sub)rings

obtained this way (trimmed to include just one representative of each isomorphism class) is

small, and forms a solution set for X.

ii) U : Rng → Ab: Since the product of rings and abelian groups are both taken by direct

sum, U preserves products. Similarly, since in Rng and Ab the equilizer of two morphisms is

the restriction of their to their set-theoretic equilizer (which always forms a subgroup, subring

resp.), U preserves equilizers as well, hence all limits. We already know Rng is small complete,

so it remains to find a solution set. Here again we can, for each abelian grop A and morphism

f : A → U R take the subring of R consisting of polynomials with coefficients from Z and

variables f (a) : a ∈ A. The collection of all isomorphism classes of such (sub)rings is a solution

set for A. (Is this correct?)

iii) U : Cat → Grph: The equilizer of two graph morphisms f, g : G1 → G2 is the subgraph of

G1 consisting of edges and vertices with a common image under f and g. This same construction

produces equlizers in Cat, replacing “edges” with “arrows” and “vertices” with “objects.” In the

same way, the construction of products is identical in Cat and Grph, which means U preserves

limits. To construct the solution set for a graph G, consider a morphism of graphs f : G → U C

for some category C. Take the subgraph of U C consisting of all vertices f (v) for v a vertex

of G and composable strings of edges f (e) for e an edge of G. This graph can be thought of

as a category. The collection of all strings of edges from G in every possible configuration on

some subset of its vertices has bounded cardinality, which means the collection of non-isomorphic

categories as constructed above is small, and forms a solution set for G.

3) (Is there an easier proof than this?) Let F : J → A0 be a small diagram. Suppose

H F has a limit τ : a → H 0 F . Since G preserves limits, Gτ : Ga → GH 0 F is a limit as well.

GH 0 F = HG0 F and H creates limits, so there is a unique limiting cone σ : x → G0 F such that

Hσ = Gτ and Hx = Ga. We wish to pull this cone back to A0 . To that end, construct the ‘cone

category’ J 0 by appending one object ? to J and populating the hom-sets J 0 (?, j) with one arrow

αj : ? → j for each j ∈ J. There is then an obvious injection I : J → J 0 . The cone τ : a → H 0 F

can be thought of as a diagram F10 : J 0 → A such that F10 I = H 0 F and F10 (?) = a. Similarly, the

cone σ : a → G0 F can be thought of as a diagram F20 : J 0 → X 0 . By hypothesis, these satisfy

HF2 = GF1 , so there is a unique functor F30 : J 0 → A0 such that G0 F30 = F20 and H 0 F30 = F10 .

0



34



I claim d = F30 (?) is a limit of F . To see why, let η : d0 → F be another cone in A0 . It is sent

via H 0 to a cone over H 0 η in A, which factors through τ by an arrow h1 : H 0 d0 → a. Similarly,

the cone G0 η factors through σ by an arrow h2 : G0 d0 → x. Finally, the cone HG0 η = GH 0 η

factors through Gτ = Hσ by an arrow h3 : HG0 d0 → Hx = Ga. Since this arrow is unique,

Hh2 = Gh1 = h3 . It follows that the twin peaks of G0 η with σ in X 0 , and H 0 η with τ in A,

together with the arrows h1 and h2 , have a common image in X and can therefore be pulled

back to A0 , creating an arrow h4 : d0 → d. h4 the unique arrow allowing η to factor through the

cone from d to F . So d is the unique limit over F with H 0 d = a, showing that H 0 creates limits.

P
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4) We have to show that the pullback of (x ↓ X) −

→X ←

− A is (x ↓ G) with the obvious

projections to (x ↓ X) and G. That these arrows form a commutative square is obvious. If

F1 : C → (x ↓ X) and F2 : C → A are a pair of maps such that P F1 = GF2 , then for each each

c ∈ C, F1 (c) = (x → GF2 c), defining a map C → (x ↓ G). This map is unique, so we’re done.

V.7 1) Grp has coproducts if ∆ : Grp → Grp×Grp has a left adjoint. Since Grp has all limits

and ∆ evidently preserves them, we just need to find a solution set for each object hG, Hi ∈

Grp × Grp. It is enough to consider the arrows that span. An arrow hf1 , f2 i : hG, Hi → ∆G0

for some group G0 spans if it doesn’t factor through a proper subgroup of G0 . This means that

the subgroup of G0 generated by the elements f1 (g) and f2 (h) : g ∈ G, h ∈ H must be all of G0 .

The set of distinct isomorphism classes of groups generated by the images

of a pair of arrows

`

from G and H respectively is small, so we can form the coproduct G H.

G’s identity

` arrow together with an arbitrary arrow H → G must factor through the injection

i : G →`G H, which means i has a left inverse and is a mono. Similarly

` the injection

H → G H is a mono, so we can consider both groups as subobjects of G H which have

an intersection (pullback) P . By the UMP of products, the arrows G ← P → H must factor

through an arrow P → G × H. I claim this arrow is the trivial morphism,`for any element

(g, h) ∈ G × H is sent first by G-projection to g, then `

by injection to g ∈ G H or the other

way, first by H-projection to h then by injection h ∈ G H.`These images can only be equal if

g = h = e, the identity, meaning the pullback arrow P → G H is trivial.

2) and 3) I am sick of these problems.

4) Algτ has equalizers if ∆ : Algτ → Algτ⇒ has a left adjoint. We already know Algτ has

small limits and ∆ preserves them, so it remains to find a solution set for each pair of morphisms

hf, gi ∈ Algτ⇒ . To that end, consider another τ -algebra H and an arrow hf, gi → ∆H, which

is to say a morphism h with codomain H satisfying hf = hg. Since the solution set need only

consist of spanning arrows, we can assume h spans H. That means we can can swap H out for

the subalgebra generated (by iterating the operations for this algebra) by the elements h(d) with

d = f (d0 ) = g(d0 ). The set of all isomorphism classes of all τ -algebras obtained this way is small

=⇒ set of spanning arrows from hf, gi is small, and we’re done.
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V.8 1) Suppose K has a left adjoint, F . Then for the set {?} we get the following bijection, natural in a ∈ A: A(F (?), a) ∼

= Set(?, Ka) ∼

= Ka. This gives a representation for K as A(F (?), −).

Conversely, suppose A has small copowers and K ∼

= A(a, −). The map X 7→ X · a is the

object function of a functor F : Set → A, which sends each arrow f : X → Y , to the one induced

by factoring the cone of Y · a-injections {if (x) : x ∈ X} through X · a. F satisfies the bijection:

A(F X, b) = A(X · a, b) ∼

= Set(X, A(a, −)) ∼

= Set(X, Ka)

natural in X and b, with center bijection f ∈ A(X · a, b) 7→ f˜ with f˜(x) = f ◦ ix . Hence F a K.

2) a) Beginning with ϕ1 in the first hom-set and bumping the index as we go right, the three

resulting morphisms act on a ∈ A and b ∈ B by ϕ1 (a)(b) = ϕ2 (b ⊗ a) = ϕ3 (b)(a) ∈ G.

b) B = R and G = Q/Z, the equation from (a) becomes an isomorphism of hom-functors:

homR (−, homZ (R, Q/Z)) ∼

= homZ (−, Q/Z)

In general, an object q is injective when hom(−, q) takes monos to epis, and a cogenerator

when f 6= g =⇒ hom(f, q) 6= hom(g, q). These properties are preserved by the isomorpism

above, showing that homZ (R, Q/Z) is an injective cogenerator.

3) Suppose the additive functor T : R − Mod → Ab is continuous. R − Mod is small

complete with small hom-sets and has a cogenerator by (2b). Since the set of subobjects of an

R-module is smaller than its powerset, R − Mod is well-powered and the corollary to Theorem

2 guarantees a left adjoint F for T . By IV.1 Theorem 3, F is additive and homR (F Z, A) ∼

=

Ab(Z, T A) ∼

= T A is a group isomorphism. This gives a representation for T .

4) (I’m assuming “injective” here means 1-1). Since X is regular, if x 6= y in X, then by

Urysohn lemma there is a continuous map f : X → [0, 1] such that f (x) = 0, f (y) = 1. This

map factors through the universal arrow j : X 7→ GF X, showing that the images of x and y in

GF X are distinct and j is injective.

V.9 1) In general, the continuous image of a connected component is connected, so the functor

C : L conn → Set sending each space to the set of its connected components is well-defined.

For X a space and S a set, each continuous function X → DS maps connected components to

points, producing a set map CX → S. Conversely, beginning with a map CX → S, construct

the function f : X → DS, sending each point to the image of its connected component. I

claim f is continuous. This is clearly true when the inverse images of points are open, so in our

case when connected components are open. But the components of a locally connected space

are always open since each point sits inside a connected neighborhood - i.e. a neighborhood of

points belonging to the same component. So we get a bijection Set(CX, S) ∼

= L conn(X, DS),

showing that C is a left adjoint of D.

C can’t have its own left adjoint, however, because it doesn’t preserve limits. For example

the equilizer of the two L conn-arrows sin, cos : R → [−1, 1] is the injection i : {πZ + π/4} → R,

whose C image is isomorphic to the terminal map N → {?}. On the other hand, C sin and C cos

are both identities of a one-point set, and have the same for an equlizer.

2) `

D0 has no right adjoint because it`

doesn’t preserve colimits. For nonempty sets S1 , S2 ,

D (S1 S2 ) has two open sets and D0 S1 D0 S2 has four.

0
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3) a) Fix G : C → D, T : J → C. Say d =LimGT with limiting cone σ and suppose G∗ has

a left adjoint, L. Write L(σ : d → GT ) = (L0 σ : L1 d → T ). For each τ : c → T ∈ (∆ ↓ T )





hom (L0 σ : L1 d → T ), (τ : c → T ) ∼

= hom (σ : d → GT ), (Gτ : Gc → GT )

Since every cone over GT in D factors uniquely through σ, the right hom-set always has

exactly one element, therefore the left hom-set does as well =⇒ every cone over T factors

uniquely through L0 σ and L1 d =LimT .

b) Fix T : J → Top for J discrete. An element of (∆ ↓ GT ) is set S with a collection of

maps fj : S → GTj : j ∈ J. Let S˜ ∈ Top have underlying set S and topology generated by the

sets fj−1 (U ) for U ⊂ Tj open. The mapping S 7→ S˜ produces a functor (∆ ↓ GT ) → (∆ ↓ T ).

Suppose gj : X → Tj : j ∈ J is an object of (∆ ↓ T ) and h : GX → S is a function of sets

satisfying fj ◦ h = Ggj . Since each open set U ⊂ S˜ is generated by the sets fj−1 (V ), for V open

in Tj , h−1 (U ) is generated by the sets h−1 (fj−1 (V )) = gj−1 (V ) =⇒ h−1 (V ) is open in X. This

˜ Conversely, each continuous map h : X → S˜ with

shows that h is a continuous map X → S.

fj ◦ h = gj induces a corresponding set map. This bijection shows that L is a left adjoint for G∗ .

c) Part (a) and the fact that Set has all products imply Top has all products as well.

4) For i = 0, 1, 2, 3, products and subspaces of Ti spaces are again Ti . Since equilizers in

Top are just subspaces in disguise, that means each Ti is complete and each inclusion functor

Ii : Ti+1 → Ti : i = 0, 1, 2 is continuous. To show Ii has a left adjoint, we need a solution set

for each X ∈ Ti . Every map from X factors through its image in the codomain, which can be

thought of as a quotient of X itself. Since collection of all subspaces of X in every topology is

small, this provides a solution set.

This fails in the case I3 : T4 → T3 . Suppose T4 were a full subcategory of T3 . Let L : T3 → T4

be left adjoint to the inclusion functor. For T4 spaces X and Y , we can form the usual product

X × Y in T3 . Since X and Y are T4 and X × Y → I3 L(X × Y ) is universal from X × Y to T4 ,

the projection maps from X × Y factor through I3 L(X × Y ). But then the induced maps from

I3 L(X × Y ) to X and Y must themselves factor through X × Y . This gives an isomorphism

I3 L(X × Y ) ∼

= X × Y . This shows that T4 is not a reflective subcategory, because the usual

product of T4 spaces is not necessarily T4 , and if it were reflective subcategory, its products

would have to be ’usual.’

5) Let i : Q → R be the inclusion map an p1 , p2 : Q × Q → Q projections. i ◦ p1 and i ◦ p2 are

continuous maps of hausdorff spaces. Their coequilizer (in Top is R/ ∼ where x ∼ y ⇐⇒ x =

i◦p1 (q1 , q2 ) = q1 and y = i◦p2 (q1 , q2 ) = q2 for some (q1 , q2 ) ∈ Q×Q. In other words, ∼ identifies

all rationals and leaves irrationals alone. R/ ∼ is not hausdorff because any neighborhood of the

point representing Q must contain all R/ ∼. Since Haus is cocomplete, i ◦ p1 and i ◦ p2 also have

a coequalizer in Haus. This is different from their coequalizer in Top, and therefore different

from the one in Set, showing that the forgetful functor Haus → Set does not preserve colimits

and can’t have a right adjoint.
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VI.1 1) a) For any fixed set X and U = {x1 , x2 , ...} ⊂ X, µ ◦ Pη(U ) = µ{{x1 }, {x2 }, ...} =

{x1 , x2 ...} = U and µ ◦ ηP(U ) = µ{{x1 , x2 , ....}} = {x1 , x2 ...} = U , showing that the unit laws

hold. For the associative law, observe that an element of P 3 S is a set of collections of subsets of

S. Applying Pµ then µ takes the union of subsets within each collection, then the union across

all collections. Applying µP then µ takes the union across all collections, (yielding a big set of

subsets) then the union of all the subsets. These processes clearly have the same outcome.

b) Let hX, hi be an algebra for the given monad. The unit law implies h{x} = x for all x ∈ X.

So show h determines a lattice on X, we have to show that the ordering h{x, y} = y ⇐⇒ x ≤ y

is transitive. Suppose x ≤ y and y ≤ z, then by the associative law for an algebra, z = h{y, z} =

h ◦ Ph{{x, y}, {z}} = h ◦ µ{{x, y}, {z}} = h{x, y, z} = h ◦ µ{{x}, {y, z}} = h ◦ Ph{{x}, {y, z}} =

h{x, z} =⇒ x ≤ z. Now we must show that for S ⊂ X, hS =supS. If x ∈ S, then again by the

associative law, hS = h ◦ µ{{x}, S} = h ◦ Ph{{x}, S} = {x, hS} =⇒ x ≤ hS. This shows that

hS bounds S. Write S = {s1 , s2 , ...} and suppose s ≤ z for all s ∈ S. Combining associativity

for µ and associativity for h yields the left-hand diagram, hence the right-hand diagram (where

{s1 , s2 ...} = S), which shows that hS ≤ z. Therefore hS is the least upper bound of S.

•



µP



•



µP



µ



Pµ

•



µ



Ph



Pµ

•



µ



Ph



•



•



h



•



µP



•



µP



{{{z}}, {{s1 }, {s2 }...}}



Pµ



Pµ



{{s1 , z}, {s2 , z}...}



•



h

h



{{{s1 }, {z}}, {{s2 }, {z}}...}



•



{{z}, {s1 , s2 ....}}



Ph

{z}



Ph

h



z



h



{z, hS}



c) For the converse, suppose X is the underlying set of a complete semi-lattice. Define

h : PX → X by hS =supS. Since the least upper bound of a single element is just that element,

h satisfies the unit law for the monad hP, η, µi. For a collection of subsets Si ⊂ X : i ∈ I,

h{hSi : i ∈ I} bounds all the elements in every Si , and is clearly the least such bound. Therefore

h satisfies the associativity, law and we’re done.

d) Every P-algebra forms a complete semi-lattice and every complete semi-lattice induces a Palgebra. To prove these two categories are the same, it remains to show they share morphisms.

Fix P-algebras hX, h1 i and hY, h2 i and let f be a morphism between them. If hX, ≤i and

hY, ≤i are the corresponding semi-lattices, then for any S ⊂ X, supf (S) = h2 (f (S)) = h2 ◦

Ph2 (S) = f ◦ h1 (S) = f (supS). So f is a sup-preserving (which also means it’s monotonic).

Conversely, if f : X → Y is sup-preserving and monotonic, then for any S ∈ PX,f ◦ h1 (S) =

f (supS) =supf (S) = h2 ◦ Ph2 (S) =⇒ f is a morphism of P-algebras.

2) Let hX, η, µi be a monad and F : J → X T a functor with F (j) = hxj , hj i. Suppose

τ : z → GT F is a limit in X. The arrows hj ◦ T τj form a cone from T z to GT F , which must

˜ : T z → z. That is, hj ◦ T τj = τj ◦ h

˜ for all j ∈ J (1).

factor uniquely through z via the arrow h

2

˜

I claim hz, hi is a T -algebra. Now observe: hj ◦ T τj ◦ µ = hj ◦ µ ◦ T τj (naturality of µ)

˜ (by (1))

= hj ◦ T hj ◦ T 2 τj (since hj is a structre map) = hj ◦ T (hj ◦ T τj ) = hj ◦ T (τj ◦ h)

˜ = τj ◦ h

˜ ◦ Th

˜ (again by (1)). And similarly hj ◦ T τj ◦ µ = τj ◦ h

˜ ◦ µ. The arrows

= hj ◦ T τj ◦ T h

hj ◦ T τj ◦ µ form a cone from T 2 z to GT F which must factor uniquely through z. This shows

˜ ◦ Th

˜=h

˜ ◦ µ =⇒ h

˜ satisfies the associativity law.

h
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˜ ◦ η = hj ◦ T τj ◦ η (by (1)) = hj ◦ ◦η ◦ τj (naturality

In the same vein, for each j ∈ J, τj ◦ h

˜ ◦ η form a cone from z to GT F which factors

of η) = τj (unit law for hj ). The arrows τj ◦ h

˜

˜ satisfies the unit law. Therefore

uniquely through the identity 1z . This shows h ◦ η = 1z and h

˜

˜

hz, hi is a T -algebra, and by (1) the arrows τj are a cone hz, hi → F .

To see that τ is a limiting cone in X T , suppose σ : hz 0 , ki → F is another cone. GT σ is a

cone from z 0 to GT F and factors uniquely through an arrow u : z 0 → z. The arrows hj ◦ T τj ◦ T u

form a cone from T z 0 to GT F which factors uniquely though z. Since τj ◦ u = σj is a morphism

˜ ◦ T u and u is

of algebras, these arrows are identical to τj ◦ u ◦ k, which shows that u ◦ k = h

˜ is the unique

itself a morphism of algebras, the unique one through which σ factors. So hz, hi

limit over F with underlying object z, and GT creates limits.

3) a) Call θ : T → T 0 a morphism of monads if µ0 ◦ θT 0 ◦ T θ = θ ◦ µ and θ ◦ η = η 0 .

If θ0 : T 0 → T 00 is another morphism to the monad hT 00 , η 00 , µ00 i then the vertical composite

θ0 · θ = θ00 is again a morphism of monads, as can be seen from the diagram on the left below,

together with the fact: η ◦ θ00 ◦ η = θ0 ◦ θ ◦ η = θ0 ◦ η 0 = η 00 . It follows that these morphisms are

arrows in category with objects the monads on X.

T θ00



T2



T θ0



Tθ



θ00 T 00



T T 00

θT 00



T 002



T θx



T 2x



θ0 T 00



T T 0x



θT x



θT 0 x

0



µ



TT0



θT



0



T 02



0 0



T θ



µ00



T 0 T 00



µx



T 0T x



θ



T0



T 02 x

µ0x



µ0

T



T θx



θ0



T 00



Tx



θx



T 0x



0



b) Define θ∗ : X T → X T by θ∗ hx, hi = hx, h ◦ θx i. It is easy but laborious to check that

the image of θ∗ is a T -algebra, and I won’t do it here. There is then a natural transformation

0

F T → θ∗ ◦ F T which sends x to the morphism (of underlying objects) θx . This diagram on the

right above shows that this is indeed a morphism of algebras.

VI.4 1) The forgetful functor Mon → Set has a left adjoint which sends each set to the

free monoid on its elements. If strings in the free monoid

are denoted hx1 ihx2 i . . . hxn i, then this

`∞

adjunction produces a monad hW0 , η, µi where W0 X = n=0 X n , ηX x = hxi and µ concatenates

strings, just ad µ for the semi-group monad did. The 0th factor in the coproduct above is the

set {h i} consisting of a single 0-tuple, which vanishes on concatenation. It is routine to check

that this really is a monad.

If hX, hi is a W0 -algebra, then the structure map h can be thought of as a string of n-ary

operations ν0 , ν1 , ..., νn , .... These must satisfy formula (2) in the book, whose verification goes

forward unchanged in the case of W0 . Similarly, the unit law for monads implies hηX = ν1 = 1.

The corollary to Proposition 2 then applies, showing that ν2 is associative and each νn : n &gt; 2

can be obtained from it recursively. Thus νn can be thought of as n-fold monoid multiplication.

Finally, since ν0 has one element in its domain, it picks out an element e ∈ X. The associative

law for monads implies ν2 (1 × ν0 ) = ν1 ◦ µ(hh1ih ii) = ν1 (h1i) = 1 which means e is the identity.
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2) a) The forgetful functor U : R − Mod → Set has a left adjoint F which sends each

set X to the free module on its elements. The free module has underlying set U F X = TR X

consisting of finite formal sums of elements in X with coefficients from R. These formal sums

can be described as maps f : X → R with finite support. If t : X → Y is a set map, the induced

morphism of modules acts by r1 x1 + · · · + rn xn 7→ r1 t(x1 ) + · · · + rn t(xn ). If t(xi ) = t(xj ) = y

for some i, j ≤ n, then we can rewrite ri t(xi ) + rj t(xj ) = (ri + rj )y. Moving

P from formal sums

back to functions, this says Tr t(f ) : Y → R sends each y ∈ Y to the sum x∈t−1 (y) f (x).

To define the monad hTR , η, µi, we make η identical the unit of the adjunction F ` U . It is

the insertion x 7→ 1x. In function form, ηx : X → R is 1 at x and 0 elsewhere. Now, the counit 

of the given adjunction defines on each module M a universal arrow F U M → M which evidently

has the form M (r1 (r11 m11 + · · · + r1n1 m1n1 ) + · · · + rk (rk1 mk1 + · · · + rknk mknk )) = r1 r11 m11 +

· · · + r1 r1n1 m1n1 + · · · + rk rk1 mk1 + · · · + rk rknk mknk . Appying  to F X and then ‘forgetting’ the

module structure produces the set map µ = U F , which acts as multiplication

in this monad.

P

For each k ∈ TR (TR X), µ induces a function µk : X → R defined by x 7→ f ∈TR X k(f )f (x).

b) We must check hTr , η, µi satisfies the monad axioms. The unit law is trivial. For associativity, pick k ∈ TR (TR (TR X)) and fix x ∈ X. For each f ∈ TR X,

X

X

µX TR (k)(f ) =

k(g)g(f ), and for each g ∈ TR (TR X), TR µX (g)(x) = g(f )f (x)

f ∈TR X



g∈TR (TR X)



Thus: µX ◦µX TR (k)(x) =



XX

f





X



X

k(g)g(f ) f (x) =

k(g)

g(f )f (x) = µX ◦TR µX (k)(x).



g



g



f



c) For hX, hi a TR -algebra, h maps each f ∈ TR to the corresponding linear combination in X.

Since h ◦ η = 1, h sends the ‘bump function at x’ back to x. Similarly from h ◦ µX = h ◦ TR h, we

recover the R-module axioms as follows: (here k ∈ TR (TR X)), f, f 0 ∈ TR X, and these functions

are assumed to be 0 at every element I don’t mention)

i) r(x + y) = rx + ry:

set f (x) = 1, f (y) = 1 and k(f ) = r

ii) (r + s)x = rx + sx:

set f (x) = 1, f 0 (x) = 1 and f (f ) = r, k(f 0 ) = s

iii) (rs)x = r(sx):

set f (x) = s and k(f ) = r

iv) 1R x = x:

this is the unit law.

3) and 4) INCOMPLETE (these are pure headache problems).

VI.5 1) Define L : XT → A to act on objects by xT 7→ F x and arrows by f [ : xT → yT 7→

F y ◦F f . This is well defined because F f has codomain T F y = F GF y. If g [ : yT → zT is another

arrow in XT , then L(g [ ◦ f [ ) = L(µz ◦ T g ◦ f )[ = L(GF z ◦ GF g ◦ f )[ = F z ◦ F G(F z ◦ F g) ◦ F f =

(F z ◦ F g) ◦ F y ◦ F f = L(g [ ) ◦ L(f [ ), showing that L is a functor. It is clear that the identity

LFT = F holds for objects. For arrows, LFT (f ) = L(ηy ◦ f )[ = F y ◦ F ηy ◦ F f = F f by

the triangle identity. Similarly, for objects GLxT = GF x = T x = GT xT and for arrows

GL(f [ ) = G(F y ◦ F f ) = GF y ◦ GF f = µy ◦ T f = GT (f [ ) =⇒ GL = GT .

Now I’ll show L is unique. The identity LFT = F requires that LxT = F x for objects.

For arrows, note: the units of adjunction for F ` G and FT ` GT are the same, so Prop.

IV.7.1 shows that L together with idX is a transformation of adjoints and L = LT . Applied

to yT , this says LyT = L(T )yT =⇒ F y = L(1[T y ). So for any arrow f [ : xT → yT ,



F y ◦F f = L(1[T y )◦LFT (f ) = L(1[T y )◦L(ηT y ◦f )[ = L 1[T y ◦(ηT y ◦f )[ = L(µy ◦ηT y ◦f ) = L(f ).
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2) Let L0 : XT → F X be the restriction of L to the subcategory F X. Define H : F X → XT

as follows: Each object in F X has the form F x for some x ∈ X. We let H(F x) = xT .

If f : F x → F y is an arrow in F X, set Hf = (Gf ◦ ηx )[ . If g : F y → F z is another arrow,

Hf ◦ Hg = (Gg ◦ ηy )[ ◦ (Gf ◦ ηx )[ = µz ◦ GF (Gg ◦ ηy ) ◦ Gf ◦ ηx = G(F z ◦ F Gg) ◦ GF ηy ◦ Gf ◦ ηx =

G(g ◦ F y ) ◦ GF ηy ◦ Gf ◦ ηx = Gg ◦ Gf ◦ ηx = H(g ◦ f ), so H is a functor. Again for any arrow

f : x → y, L0 Hf = L(Gf ◦ ηx )[ = F y ◦ F (Gg ◦ ηx ) = F y ◦ F ηy ◦ g = g and for any f [ : xT → yT

HL0 f [ = H(F y ◦ F f ) = (GF y ◦ GF f ◦ ηx )[ = (GF y ◦ ηGF y ◦ f )[ = f [ . So H and L0 are inverse

on hom-sets, and L is fully faithful. Since L0 is also surjective on objects, it is an equivalence of

categories.

3) Let F : Set → C be any functor which is not injective on objects. G : C → Set sending

all of C diagonally to a one-element set {?} togther with F forms a monad hT, η, µi in Set. T

sends every set to the {star}, η assigns each set its terminal arrow, and µ is the identity on {?}.

In this case, the comparison functor is not a bijection on objects because F is not injective.

4) I’m not sure how to go about this. It seems like the this category might be ‘too big’ because

there are no restrictions on which categories can be on the ‘other end’ of the monad-producing

adjunctions. Maybe it would exist if the latter were restricted to small categories.

5) (Trivial)

VI.6 1) For R a ring and A one of its ideals, define a ring structure on R ×A by hx, ai+hx0 , a0 i =

hx+x0 , a+a0 i, and hx, aihx, a0 i = hxx0 , aa0 +a0 x+xa0 i. It is easy to check that this is distributive

and associative with unit h1, 0i. (From now on R ×0 A will denote this ring). Define two

homorphisms ∂0 , ∂1 : R ×0 A → R: ∂0 projection onto the first factor and ∂1 by hx, ai 7→ x + a.

Their coequalizer is the projection R → R/A0 where A0 is the ideal generated by the elements

∂1 hx, ai − ∂0 hx, ai = x + a − x = a, hence R/A. This coequalizer is not split in Rng, but moving

via the forgetful functor U to Set, we can define s : U (R/A) → R by choosing as the s-image of

each coset one of its representatives; and we can define t : U R → U (R ×0 A) by tx = hx, spx − xi.

Then U ps = 1 and ∂1 tx = spx − x + x = spx, making a split fork.

2) a) Using s and t as in (3), calculate: ∂1 t∂0 = se∂0 = se∂1 = ∂1 t∂1 .

b) Suppose the given contractible pair has a coequalizer, e : b → c. Since ∂1 t coequalizes ∂1

and ∂0 , it factors uniquely through c as ∂1 t = se. To show es = 1, we first need that e is an epi:

if f, g : c → d satisfiy f e = ge, then this single composite coequalizes ∂1 and ∂0 and must factor

uniquely through e. The uniqueness implies f = g. So, since ese = e∂1 t = e∂0 t = e = 1 ◦ e we

see es = 1 and the fork is split.

VI.7 1) Suppose G creates coequalizers. For parallel arrows f, g : a → b and a coequalizer

e : Gb → c of Gf and Gg, there is a unique e0 : b → d with Gd = c, Ge0 = e and e0 ◦ f = e0 ◦ g,

and moreover, e0 is a coequalizer. So for any arrow k, Gk = e =⇒ k = e0 =⇒ k is a

coequalizer. In other words, G reflects coequalizers.
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2) a) Define L : X T → A on objects as shown below, for e a coequalizer. L can be defined

on arrows in the usual way. To show is is a left adjoint for the comparison functor K, choose

any morphism of algebras f : Ka → hx, hi where Ka = hGc, Ga i as in section (3). Applying F

produces the lower square on the left. The upper square commutes by naturality of . Since the

whole bottom edge is a fork, a diagram chase shows a ◦ F f ◦ F h = a ◦ F f ◦ F x , producing a

unique arrow k as shown. On the other hand, beginning with k : Lhx, hi → a, we get (naturally)

an arrow F x → a by composition, then f : x → Ga by the adjunction bijection ϕ. This makes

the right square commute. Another diagra chase then yields a ◦F f ◦F h = a ◦F Ga ◦F GF f =⇒

a ◦ F (f ◦ h) = a ◦ F (Ga ◦ GF f ) =⇒ f ◦ h = Ga ◦ GF f . Again by the adjunction bijection

ϕ. So now we’ve gotten k from f and f from k, and shown that f is a morphism of algebras.

This bijection is the desired adjunction L a K.

F x

F GF x



e



Fx



Lhx, hi



Fh

F GF f



Ff

F Ga



F GF Ga



F Ga



k

a



a



F Ga

b) To calculate the unit, set a = Lhx, hi in the adunction A(Lhx, hi, a) ∼

= (hx, hi, hGa, Ga i)

and chase the identity from left to right. By the process outlined in (a), this produces Ge ◦ ηx ,

as in the left-hand diagram below. To show this is an isomorphism, we need its inverse. Now,

by the associative law for algebras, the horizontal arrows form a fork, and h factors through a

unique arrow k from the coequalizer GLhx, hi. Since the top triangle commutes by the unit law,

k is the desired inverse.

x

GF x

GF GF x



ηx

GF x



GF h



Ge



a



1

h



a



F Ga



x



F GF Ga



F Ga



F Ga



k

e



k



GLhx, hi



LKa



c) For the counit, set hx, hi = hGa, Ga i and chase the identity from right to left in the same

adjunction. Since a together with the parallel arrows in the right-hand diagram above form a

fork, we get a unique arrow k : LKa → a making the triangle commute. k is the counit at a.

Applying G to the whole diagram, the same fork (now with handle Ga is split (as in formula

(4) in the book), so Ga becomes a coequalizer. Because G reflects coequalizers, there is then a

unique arrow a → LKa through which e factors. It is inverse to k, showing that the counit is

an isomorphism.

3) Any parallel arrows f, g : a → b in A, have a coequalizer e : b → c. Since G preserves

coequalizers, Ge is the coequalizer of Gf and Gg. If k : b → d is another arrow with Gk a

coequalizer of Gf and Gg, Gd ∼

= Gb =⇒ d ∼

= b (since G reflects isomorphisms). Therefore

k is just e followed by an invertible arrow, making it a coequalizer as well, so that G reflects

coequalizers.
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4) (Trivial) 5) a) - c) In problem (4), the desired left adjoint is constructed as a left equalizer

to the pair arrows F x , F h for a T -algebra hx, hi. Applying G makes these µx , T h, which have

the split coequalizer h, as observed of equ. (4) in the book. Therefore all parallel pairs considered

in problem (2) belong to P , and proof in problem (2) goes through unchanged.

6) i) =⇒ ii): We can assume K has a left adjoint L with a natural isomorphism, λ : LK → I,

and inverse % : I → LK. Suppose that for f, g : a → b , e : Gb → c is an absolute coequalizer

of Gf, Gg. The K-image of this coequalizing diagram in X T forms the diagram on the left

below. Then applying L gives the digram on the right, where the top fork is a coequalizer

because e is absolute, and e0 : b → d is any arrow with e0 ◦ f = e0 ◦ g. By naturality of λ,

e0 ◦ λb ◦ LKf = e0 ◦ g ◦ λa = e0 ◦ f ◦ λa = e0 ◦ λb ◦ LKf which means e0 ◦ λa = k ◦ Le, or rather

e0 = k ◦ Le ◦ %b for a unique arrow k. This says Le ◦ %b is a coequalizer for f and g.

GF Gf

GF Ga



GF Gb



F Ge



F Gc



GF Gg

Ga



LKb



Le



Lc



LKg

c



Gb

Gf

Ga



LKf

LKa



Gb



e



%a



λa



%b



λb

f



c



a



Gg



g



b



k

e



0



d



If e00 : b → c0 is another coequalizer of f and g, then since e : Gb → c is absolute, F c

is a coequalizer in A =⇒ F c ∼

= c0 =⇒ GF c ∼

= Gc0 =⇒ Gc0 is a coequalizer. So G

preserves coequalizers of f and g. To show G reflects them as well, it suffices to observe that any

coequalizer of f and g is isomorphic to c, and this ismorphism is preserved through the process

outlined above.

ii) =⇒ iii) This is trivial: all split coequalizers are absolute.

iii) =⇒ i) Again this follows from problem (2) since all the parallel pairs considered their

have split coequalizers (see prob. (5)).

7) - 11) (Trivialish)
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VI.8 1) Let G : hΩ, Ei − Alg → Set be the forgetful functor, and f, g a parallel pair such that

e : GB → X is a coequalizer of Gf, Gg in Set, split by hs, ti. We can make X a hΩ, Ei by setting

ωX = e ◦ ωB ◦ sn for each ω and n. This trivially makes e a morphism of algebras. To prove it

is a coequalzer, let h : B → C be any other morphism of algebras with h ◦ f = h ◦ g. Gh factors

uniqely through X as h0 ◦ e. It follows that h0n ◦ en = hn =⇒ h0n = hn ◦ sn . To show this is a

morphism of algebras, consider: ωC ◦ h0n = ωC ◦ hn ◦ sn = h ◦ ωB ◦ sn = h0 ◦ e ◦ ωB ◦ sn = h0 ◦ ωX .

The coequalizer constructed is unique with G-image e, so G creates coequalizers, and Beck’s

theorem says hΩ, Ei − Alg ∼

= Set.

fn

A



n



gn

ωA



Bn



sn



ωB

g



Xn



Cn



ωX



f

A



en



e

B



s



X



ωC

h0



C



2) Skipping this...

VI.9 1) Fix T ⊂ W . Since inverse image preserves complement, e−1 (W \T ) = Y \e−1 T . It follows

that T is open ⇐⇒ W \T is closed ⇐⇒ W \T = W \T ⇐⇒ e(Y \e−1 T ) = e(Y \e−1 T ) ⇐⇒

Y \e−1 T = Y \e−1 T ⇐⇒ e−1 T is open.
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VII.1 1) This diagram seems on the verge of offering a solution... the right-hand triangle, the bottom quadrilateral, two bottom parallelograms and top trapezoid all commute. What else should I

include? ........edit: a solution can be found here: http://unapologetic.wordpress.com/2007/06/29/maclanes-coherence-theorem/

α



(ee)(cd)



((ee)c)d



%(11)



(%1)1

α



e(cd)

α

λ



e(e(cd))



1(λ1)

1α



(ec)d

λ1



λ

cd



λ



e((ec)d)



α1

(1λ)1

α



(e(ec))d



4) For B = hB, , e, α, λ, %i monoidal and any category C, define  : B C → B C on objects by

(ST )c = ScT c and arrows by (στ )c = σc τc and let the e in B C denot ethe constant functor

at e. The natural transformations of B can be modified as follows: For S, T, R ∈ B C , αS,T,R

must an arrow in B C , i.e. a natural transformation. Define (αS,T,R )c = αSc,T c,Rc . Similarly set

(%S )c = %Sc and (λS )c = λSc . These natural transformations satisfy the commuting diagrams

(5) and (7) for each choice of c ∈ C and functors C → B. This shows B C is a monoidal category.

For any other category D, these is an adjunction ϕ : B C×D ∼

= (B C )D . Choose S, T ∈

¯ T¯ denote the corresponding functors in (B C )D . For any objects c ∈ C, d ∈

B C×D and let S,

¯

¯

¯ T¯)(c)(d). So 

D, (ST )(c, d) = S(c, d)T (c, d) = S(d)(c)

T¯(d)(c) = (S(d)

T¯(d))c = (S

commutes with ϕ and the given adjunction is an isomorphism of monoidal categories.

5)  and ◦ are evidently binary operations on the set of arrows on a one-object strict monoidal

category. They satisfy the interchange law because  is a bifunctor. Since the single object at

hand must be e, ide is evidently a left and right inverse for both operations. It follows from

Problem II.5 (5) that ◦ and  are identical and commutative.

6) I can’t think of anything.

VII.2 1) The sphere in question is the“associahedron” or the “Stasheff polytope K5 ,” which

can be googled or found on wikipedia.

2)

`∞

3) Choose a set X and (regarding X as a discrete category) set F X = n=0 (X n × Wn )

where Wn is the full subcategory of W consisting of n-length words and all (co)products are

taken in Cat. F X is a monoid with multiplication (x, w)(x0 , v) = (x × x0 , wv) and unit the

single element (X 0 , W0 ). I claim F X is the free monoid on X. To see why, let B be another

monoidal category and f : X → U B any set-map from X to the objects of B. Define a functor

φ : F X → B on each factor of the coproduct by φ(x, w) = wB (f (x1 ), ..., f (xn )). To extend φ to

arrows, observe that X × Wn is a preorder with one arrow for every pair (x, w), (x, v). Thus, we
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may define φ((x, w) → (x, v)) = can(w, v)(f (x1 ),...,f (xn )) . It is easy to check that φ is functorial

and commutes with . Further, since the length-1 words of W are just (−) multiplied by the

identity, wB = 1B for w ∈ W1 , which means U φ = f . This clearly defines f uniquely, showing

that F X is indeed the free monoid on X.

VII.3 1) Suppose hB, , ei is a monoidal category and B has finite products. We can form

the product of monoids hc, µ, ηi and hc0 , µ0 , η 0 i as follows: for underlying object, take c × c0 . For

multiplication and unit, take the two unique arrows making the following diagrams commute.

(c × c0 )(c × c0 )

pp

cc0



µ



c



µ00

p



c × c0



e

p0 p0



p0



c0



µ0



η

cc0



c



p



η 00

c × c0



η0

p0



c0



A “large diagram” shows that hc × c0 , µ00 , η 00 i satisfies the associativity and unit axioms. It

clearly has the universal property of products in MonB , so we’re done.
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