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Abstract

This thesis is mainly concerned with the consonant phonotactics of Casablanca
Moroccan Arabic. | limited myself to the analysis of consonant phonotactics. | looked at the
possible and impossible clusters w-initially and w-finally (i.e. onsets and codas). As far as |
can tell, there is only one work on CMA syllable structure which was done by Abdedaziz
Boudlal (2001). He dealt with it from a constraint-based perspective, but he didn’t deal with
CMA co-occurrence restrictions. To the best of my knowledge, there is no research done

before on CMA phonotactics using feature geometry.

The purpose of this study is twofold. The main aim is to examine CMA co-occurrence
restrictions using the following theoretical outlooks: syllable structure (i.e. sonority principle),
autosegmental phonology (i.e. Obligatory Contour Principle) and constriction-based model of
feature geometry. The focus is on feature geometry since it is the major model that is used in
this study. The second aim is to describe and examine CMA syllable structure. I discussed the
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role of sonority in assigning syllable structure to sequences of segments. Since syllable
structure is so relevant to co-occurrence restrictions, | dwelt at length on CMA syllable
structure which of course helps clarify CMA phonotactics. Given the purely descriptive and
quantitative approach it adopts and the ample evidence it provides, the study is meant to be a
detailed reference for researchers on feature geometry, syllable structure and autosegmental

phonology.

Since my primary concern is empirical coverage, | dealt with the different phonological
processes, namely epenthesis, vowel reduction, vowel lengthening, strengthening, weakening,
diphthongization, and glide formation. | also made use of various tools with which | examined
CMA consonant phonotactics such as a constriction-based model, Obligatory Contour

Principle, a two- root theory of length, etc.

List of Abbreviations

CMA: Casablanca Moroccan Arabic
Con: Consonantal
C: Coda

ESAs: Emphatic Spreading Agents

F: Foot

Fem: Feminine

GL: Geminate Law

O: Onset

OCP: Obligatory Contour Principle
MA: Moroccan Arabic
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Mas:

NNC:

PI:
Pers:
PW:
Sg:
Syl:

Son:

SSAA:

SSP:

Masculine
No Crossing Constraint
Nucleus
Plural
Person
Phonological Word
Singular
Syllabic
Sonorant
Syllable Structure Assignment Algorithm

Sonority Sequencing Principle

List of Phonetic Symbols

Consonants

b Voiced bilabial stop

f Voiceless labiodental fricative

t Voiceless alveolar stop

d Voiced alveolar stop

S Voiceless alveolar fricative

z Voiced alveolar fricative

T Emphatic voiceless alveolar stop

D Emphatic voiced alveolar fricative
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Emphatic voiceless alveolar fricative
Emphatic voiced alveolar fricative
Voiceless palatal fricative
Voiced palatal fricative
Voiceless velar stop
Voiced velar stop
Voiceless velar fricative
Voiced velar fricative
Voiceless uvular stop
Bilabial nasal
Alveolar nasal
Alveolar liquid
Alveolar trill
Emphatic alveolar trill
Voiceless pharyngeal fricative
Voiced pharyngeal fricative
Voiced laryngeal fricative
Glottal stop
Labiovelar glide

Palatal glide

High front unrounded
High back rounded
Low back unrounded

Mid central unrounded
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General Introduction

This thesis is mainly concerned with the consonant phonotactics of Casablanca
Moroccan Arabic (henceforth CMA). | am going to limit myself to the analysis of consonant
phonotactics. Hence, vowel phonotactics will not be dealt with in this research. | am going to
look at the possible and impossible clusters w-initially and w-finally (i.e. onsets and codas).
There are two main motivations for the choice of the topic (CMA consonant Phonotactics).
The first motivation is to see how clusters in CMA are concatenated. The second motivation
comes from the fact that CMA is not a well studied language. As far as | can tell, there is only
one work on CMA syllable structure which was done by Abdedaziz Boudlal (2001). He dealt
with it from a constraint-based perspective, but he didn’t deal with CMA co-occurrence
restrictions. To the best of my knowledge, there is no research done before on CMA
phonotactics using feature geometry. In this research, CMA syllable structure will be dealt
with from a feature geometry perspective; | will look at it from a different perspective so as

not to replicate what has been done.
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The purpose of this study is twofold. The main aim is to examine CMA co-occurrence
restrictions using the following theoretical outlooks: syllable structure (i.e. sonority principle),
autosegmental phonology (i.e. Obligatory Contour Principle, henceforth OCP) and
constriction-based model of feature geometry. The focus will be on feature geometry since it
is the major model that will be used in this study. The second aim is to describe and examine
CMA syllable structure. | will discuss the role of sonority in assigning syllable structure to
sequences of segments. Since syllable structure is so relevant to co-occurrence restrictions, |
will dwell at length on CMA syllable structure which will of course help clarify CMA
phonotactics. Together with the two main objectives mentioned above, | also aim to provide a
better understanding of the three outlooks (i.e. syllable structure, autosegmental phonology,
and feature geometry), and address other current theoretical issues within the previous

theories.

Since my primary concern is empirical coverage, | will deal with the different
phonological processes, namely epenthesis, vowel reduction, vowel lengthening,
strengthening, weakening, diphthongization, and glide formation. I will also make use of
various tools with which I will examine CMA consonant phonotactics such as a constriction-
based model, OCP, a two- root theory of length, tier conflation, etc. Having said this, | will

next present the organization of the thesis.

The thesis is organized into four main chapters. The general introduction states the
purpose, and presents the organization of the study. Chapter one sketches the geographical
and dialectal situation of Casablanca, and presents the methodology. Also, it will be devoted
to some general aspects of CMA phonology and morphology. In this chapter, | will present
the consonantal and vocalic system of CMA. It will examine the CMA morphology with
examples. This chapter will shed light on root-and- pattern morphology. The discussion will

involve both morphological processes, derivation and inflection.

The second chapter is a review of the theoretical tools that will be employed in the
analysis of CMA phonotactics. The section about syllable structure will be concerned with the
syllable, the sonority principle, extrasyllabicity, licensing and geminates. The review of the
literature on syllable structure and other issues will mainly focus on the works done on
Moroccan Arabic (hereafter MA). These works include: Abdelmassih (1973), Benhallam
(1980), Benkaddour (1982), Keegan (1986), Hammoumi (1988), Al Ghadi (1990), Rguibi
(1990), Boudlal (1993, 2001), and ElI Medlaoui and Dell (2002). The second section about
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autosegmental phonology will deal with the OCP, association convention, no crossing
constraint (NCC), and the skeletal tier, etc. The last section in the first chapter will present the
main issues in feature geometry such as an articulator-based model, a constriction-based

model, and the root node, etc. The focus will be on the so-called constriction-based model.

In the third chapter, | will examine CMA syllable structure. This chapter will present the
data which will be listed in terms of parts of speech (nouns, verbs, adjectives, adverbs,
determiners, and prepositions). The words will also be classified with respect to their number
of syllables (i.e. monosyllabic, disyllabic, and trisyllabic words). The data will also involve
geminate words (initial, medial and final geminates) since |1 am going to devote a subsection
to the treatment of geminates (i.e. both accidental and true geminates). In this chapter, 1 will
look at the peak of CMA, and present the onset and coda restrictions. Finally, some syllable-
related phonological processes such as vowel reduction, strengthening, lengthening, glide

formation, epenthesis and deletion will be presented from a feature geometry perspective.

The fourth chapter is devoted to the examination of CMA consonant phonotactics. In this
chapter, I will have two charts involving CMA consonants (sounds), and will look at the
possible and the impossible clusters in both the onset and coda positions. The CMA

phonotactics will be analyzed from feature geometry and autosegmental perspectives.

Finally, the conclusion will summarize the findings and state the limitations of the work.
Having considered the purpose and organization of the study, the following section will give a

general overview of the aspects of CMA phonology and morphology.
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Chapter I: Some Aspects of CMA Phonology and
Morphology

1.0. Introduction

This chapter aims to provide an overview of CMA phonology and morphology. | will start
by presenting the variety (i.e. CMA) and the data. | will briefly examine some of the earlier
phonological and morphological research on CMA. The third part will give an account of the
consonantal system of the language under study. The fourth part concerns the vocalic system
of CMA. The last part is devoted to the examination of some derivational as well as

inflectional processes which are judged to be essential for the study of the CMA.

I.1. Geographical and Dialectal Situation of Casablanca
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CMA has attracted the attention of a number of linguists like Moumine (1990), Imouzaz
(1991), Nejmi (1993), Boudlal (1993/2001), to cite but a few. It is the language of a large
number of people who live in Casablanca, a melting pot. The following two subsections

sketch the geographical and dialectal situation of Casablanca.
I. 1. a. Geographical Situation

As far back as the 12™ century, historians mentioned a Berber settlement on the Atlantic
Coast of Morocco called Anfa'. Historically speaking, one striking event determined the
future of Casablanca; Hurbert Lyautey the first French general in charge of the running of the
country under the French protectorate (1912-1956), decided to enlarge the port of Casablanca
to a world-class standard and make the city the economic pole of attention for the whole

country (Moumine 1990 : pp.3-5).

Casablanca, the largest city, is considered the economic and business center of Morocco.
It is the principal port and one of the main points of entry into the country. Casablanca is a
coastal city placed within northwestern Morocco on the shores of the Atlantic Ocean. The city
sits on the Chawiya plain and is located 95 kilometers (59 miles) Southwest of the Moroccan
capital, Rabat (Srhir 2012: p. 126).

Concerning the population of Casablanca, the 2004 census recorded a population of
3,500,000 in the prefecture of Casablanca and 6,000,000 in the region of Grand -Casablanca
(Aldosari 2012: p. 54).

Casablanca has a very mild Mediterranean climate. It is strongly influenced by the cool
currents of the Atlantic Ocean, characterized by more moderate temperatures than some other
location in Morocco. Having briefly sketched the geographical situation of Casablanca, |

will, in the following subsection, shed light on the dialectal situation of Casablanca.

I.1. b. Dialectal Situation

As far as the linguistic situation in Morocco is concerned, there are four broad

varieties of Moroccan Arabic that can be distinguished according to region: the Northern,

! Casablanca is Anfa in Berber. Ad Dar al Bayda in Arabic. Casablanca today.
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Southern, Eastern, and Central varieties (Boudali 1987: p.14). The differences between the

varieties in Morocco can be seen at the phonological and lexical level.

Some recent studies on Arabic dialectology suggest that CMA could be related to those
Bedouin dialects which were introduced in Morocco during the subsequent massive
immigration of the Arab Bedouin tribes (Moumine 1990: p.7). The Bedouin dialects are seen
to be those Arabic dialects which do not conform to the settled dialects of the region and

whose speakers consider themselves of Bedouin origin.

Apparently, CMA satisfies the Bedouin dialect description presented above since
Casablanca has received a large number of new settlers, and the majority of them have come
from Schawiya, Doukkala and Shyadma, bringing with them their rural dialects. The new
settlers have tried to accommodate each other’s dialect; they have reduced pronunciation and
lexical dissimilarities so as to be integrated and avoid the stigma of being stereotyped and thus
feel socially insecure. As a result of this long-term linguistic behaviour, an interdialect has
emerged especially among the generations born in the city (ibid).

Boudlal (1993, 2001) states that the interdialect described above is what is known today as
CMA whose native speakers could be identified throughout Morocco. As a matter of fact,
CMA shares most of the grammatical features with the other varieties in the country but it
differs from them with respect to some phonological and morphological aspects. The main
purpose of this section (1.a and 1.b) was to provide a general overview of Casablanca

geographically and linguistically. The next section will present the methodology.
1.2. The Data

The analysis presented in this study is based on CMA. The data was collected in
Casablanca from family members and friends, in particular. In collecting the data, certain
variables have been taken into consideration. The informants | have chosen were all born in

Casablanca. Furthermore, their parents have been living there for a long period.

Additional data comes from published works on the grammar of Moroccan Arabic
(hereafter MA) (Richard Harrell: 1962, 1966)°. Other sources of material include the
substantial body of data on MA found in Rguibi (1990), Keegan (1986), and Elmedlaoui and

2 Only the data identified by native speakers of CMA were included in the corpus.
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Dell (2002). The data was taken from other works on CMA, particularly works such as
Boudlal (1993, 2001).

1.3. The Consonantal System of CMA

The MA consonantal system has received different interpretations from different linguists.
Both native and non-native linguists differ concerning the number of MA consonants. For
instance, Harrell (1962) and Abdelmassih (1973) claimed that MA has thirty one consonant
phonemes; whereas, Benkirane (1982) claimed that it is composed of twenty eight consonants
including the emphatic consonants. The disagreement on the number of consonants is mainly

due to the problem of determining the exact number of the underlying emphatic consonants.

For the purpose of our study, the following consonantal inventory of CMA will be adopted
(Boudlal: 1993, 2001):

1)
Labial Alveolar | Alveo- | Velar Uvular | Pharyn- | Glottal
palatal geal

t,d k,g

Stop b T.D k", g" q.q" (?)
s, Z Y

Fricative | f S,Z f,3 h, ¢ h

Nasal m n
1

Liquid r,R

Glide W y

The emphatic consonants that will be used in this present study are: /D, T, Z, S, R/. Linguists
differ concerning the exact number of the underlying emphatic consonants. Abdelmassih
(1973) listed /T, D, S, Z, R, L/ as the emphatic counterparts of the plain /t, d, s, z, r, I/.
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Benhallam (1980), however, stated that the number of what he called Emphatic Spreading
Agents (ESAs). These ESAs are /D, T, S and R/. Youssi (1986) set up five emphatic
consonants in his phonemic inventory, which are /D, T, Z, S, R/. Having looked at the
consonantal system of CMA, the following section will try to determine the vocalic system of

the language under study.
1.4. The Vocalic System of CMA

As it is the case with all Semitic languages, the consonantal roots are combined with

vocalic patterns. These vocalic elements generally indicate grammatical relations.

Generally, all the works agree on the fact that MA has the following three underlying
vowels /i/, /ul and /a/. Benkaddour (1982: p. 130) assumes that the Rbati dialect has four

vowel phonemes which are /i/, /ul, /a/ and /5/. However, Benhallam’s (1987) basic

assumption about MA vowels is that the full vowels /i/, /a/, and /u/ are underlying and that the

schwa is epenthetic.

The crucial issue, which is the point of divergence, is the status of the schwa. The major
debates concerning this sound in MA concern whether it should be assigned a phonemic or a
phonetic status. Some linguists assume that the schwa is a non-phonemic short vowel with no
semantic significance (Abdelmassih 1973: p. 83). Similarly, Benhallam (1980.) claims that
the schwa in MA is purely phonetic; its function is break up impermissible consonant clusters

as could be seen below:

2)
bnat ‘girls’ lobnat ‘the girls’
Dohk  ‘he laughed’ toDhok ‘you laugh’
wSal ‘he arrived yowSal ‘he arrives’

Benkaddour (1982: p. 130), on the other hand, distinguishes two schwas; the phonemic
schwa and the phonetic one. He claims that all verb schwas are epenthetic while the schwas in
nouns are phonemic. For him, the phonemic schwa serves as a morphological contrast

between verbs and nouns as shown below:

(3) Noun Gloss Verb Gloss
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golb ‘heart’ qlob ‘he turned’
Dohk ‘laughter’ Dhok ‘he laughed’
1a8b ‘game’ 1€ab ‘he played

In the present work, | assume that the vocalic inventory of CMA consists of three
underlying vowels which are /i, u, a/ and a phonetic schwa. This vowel system is given in (4)

below. The schwa is enclosed between parentheses to denote its epenthetic status.

4 High I u
Mid ()
Low a

Having looked at the phonemic inventory of CMA, let’s have a look at the morphology of
CMA, more specifically root-and- pattern morphology and derivational and inflectional

processes.
1.5. CMA Morphology

This section deals with some aspects of derivational and inflectional morphology.
First, the definition of the root and pattern will be given. Second, a distinction between
inflection and derivation will be established in the light of CMA morphological data. Also,

various examples of CMA derivational as well as inflectional operations will be provided.
1.5.1. Root- and- Pattern Morphology

According to Harrell (1962: p.23), most Moroccan words are built up on a basic
consonantal skeleton called the root. This root occurs in patterns with various vowels and
additional, non-root consonants. Keegan (1986: p.7) defines the root as “a set of segments
with a fixed form and a broad semantic association, from which a larger set of words can be
derived” .The root may be of any structure and length, but roots tend to be longer than affixes
and they are indivisible. The root usually has some fundamental kernel of meaning which is

expanded or modified by the pattern.

Harrell (ibid) distinguishes between three basic root types: triliteral, quadriliteral, and
atypical. Triliteral roots are composed of three constituent elements; e.g. the /ktt/ ‘write’ of
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/ ktat/ ‘book’. Roots with four constituent elements are called quadrilateral; e.g. TR3mM/
of/ToR%am/ ‘he translated’. Roots with fewer three or more than four constituent elements are
called atypical, as in the words /ma ‘water’ and /mordodduf/ ‘marjoram’. As stated above, the
basic meaning of the root is modified by the pattern. For example, the root /sRo¢ means ‘to
steal’,s0Rqa/ ‘theft’ and /soRRaq ‘thief’.

Harrell (ibid) states that triliteral and quadriliteral roots are further classified as strong and

weak. Those which are composed entirely of consonants are referred to as strong; e.g.
triliteral kth/ and quadriliteral /TR%nv of the examples above. Those which have a vowel

element, usually variable and alternating with /w/ or /y/ , are called weak; e.g. the root | (v) F
of /faf ‘he saw’ and Kka-ifuf/ ‘he sees’.

Having introduced this section with definitions of the basic terms used in the description of
CMA morphology, in the following subsections, a distinction between derivation and

inflection will be made.
1.5.2. CMA Derivational and Inflectional Operations

Morphology was established as an autonomous component of generative grammar by
virtue of Chomsky’s (1970) seminal paper “Remarks on Nominalization”. Within this

component, we distinguish between two types of morphology: inflection and derivation.

The relevant literature provides us with different views about the dichotomy between
derivation and inflection. There is a disagreement among generativists on whether inflection
should be involved in the morphological component together with derivation, or in some
syntactic or phonological component. Some linguists, Mohanan (1986) more specifically,
argue that the two types of morphology must be differentiated in that the distinction must be
made clear in the lexicon so as to account for the way inflection and derivation interact with
phonological rules. On the other hand, another view advocates that the major difference
between inflectional affixes and derivational ones is that the features of the former are

specified by syntactic mechanism, whereas those of the latter are not (Boudlal 1993: p.31).

What is important for us is that both inflectional and derivational rules are morphological
rules that behave quite differently from syntactic rules. In the present study, we will assume
that there is a distinction between inflection and derivation as could be seen in the subsections

below.
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1.5.2.1. CMA Derivational Processes

Rguibi (1990) states that derivation in MA is somehow limited since it is not always
possible to predict which processes will apply to any given root. Keegan (1986: p. 187)
provides examples of some MA morphological operations which can apply to certain roots
but not to others. For instance, the operation “Infix /+a+/ after the second radical” can be used

to form not only nouns but verbs as well. The following examples involve other affixes apart
from /+ a+/:

(5) Noun Formation (Nominalization)
Base Gloss Noun
xdom ‘to work xodma ‘work’
dar ‘to do’ diran ‘doing’
hsob ‘to count’ hsab ‘counting’
kdab ‘to lie’ kdub ‘lying’
(6) Adjective Formation (Adjectivalization)
Base: Gloss Adjective
brad ‘ to be cold’ bordan ‘cold’
fRoh ‘to be happy’ foRhan ‘happy’
Kbor ‘to become big’ kbir ‘big’
mRaD ‘to be sick’ mRiD ‘sick’
(7) Verb Formation (Verbalization)
Base Gloss Verb Gloss
byaD ‘white’ byaD ‘to become white’
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smin ‘fat’ sman
hmoq ‘crazy’ hmaq
(8) Nisba
Base Gloss

fas ‘Fez’
taza ‘Taza’
sla ‘Sal¢é’

9) Diminutive Formation

Base Diminutive

kura kwira
Xubz xbiyyaz
bont bnita

(10) Participle Formation
Base Active Participle
ktob katob
bna bani
xda waxad

(11) Causative Formation
Base causative
byaD bayyoD
fiq fayyaq
glos gollos
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‘to become fat’

‘to become crazy’

Nisba
fasi
tazi

slawi

Gloss
‘ball’
‘ bread’

‘girl’

Passive Participle Gloss
moaktub ‘to write’
Mabni ‘to build’
moxyud ‘taken’

Gloss
‘to make white’
‘ to wake up’

‘to set’




fhom

1.5.2.2. CMA Inflectional Processes

fohhom

‘to make understand

Inflectional processes in CMA apply to verbs, nouns and adjectives. Verbs are

inflected for tense, person, gender and number. As far as tense is concerned, there are three

tenses: the perfect, the imperfect and the durative. The perfect tense indicates past action, the

imperfect can refer to either present or future, and the durative tense is formed exactly in the

same way as the imperfect. As for gender and number, there are two of each: masculine

(mas.) and feminine (fem.) on the other hand, and singular (sg.) and plural (pl.), on the other.

As far as person (pers.) is concerned, CMA distinguishes between first, second and third

person. To put this discussion on a concrete footing, let’s look at the following examples:

(12)
Perfective Imperfective
Person and number | Mas. Fem. Mas. Fem. Gloss
rd . . ‘to sell’
3" pers. Sg. ba¢ bafat ybi¢ thi¢
3" pers. PI. Jraw Jraw yafriw yafriw ‘to buy’
2" pers. Sg.
1% pers. Sg. weiti weiti towSa towSay ‘to wake up’
2" pers. Sg.
ktobna ktobna nkotbu nkotbu . e
to write
Jwiti Jwiti tofwi tofwi ‘to roast’

Nouns in CMA inflect for number and gender. To begin with gender, it should be pointed

out that there are two genders: feminine and masculine. Some nouns are inherently either

masculine or feminine as inktab/ ‘book’ (mas.) and /lohya ‘beard’ (fem.). Other nouns are

marked for the feminine by adding the affix/A4a/ to the masculine form like in the following

example:
(13) Masculine

Dif

Feminine

Difa
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As far as number is concerned, CMA distinguishes between the singular and the plural. It
is worth mentioning that in CMA there is a distinction between sound plurals and broken
plurals. Sound plurals involve simple suffixation of one of the three plural morphemes /-in, -
at, -a/to the singular stem. Whereas, the formation of broken plurals involves the infixation of

some vocalic patterns to the base forms as shown below:

(14) Sound Plurals
yadd yaddin ‘hand’
ho%4ala ho44alat ‘widow’
(15) Broken Plurals
xatom Xxwatom ‘ring’
sboS sbuSa ‘lion’

With respect to adjectives, it has been pointed out that most of them are participles in
CMA. These adjectives are marked for number and gender. To begin with gender inflection,
the masculine is often taken to be the base form to which is suffixed/a/ to mark the feminine

as could be seen below:
(16) Masculine Feminine Gloss
mafti mafriy+a ‘bought’

Concerning number, adjectives are inflected for number by adding the suffix /-ir/ to the

masculine and ~at/ to the feminine:

@17 Singular Gloss plural
Xayaob ‘ugly’ (mas.) xayaobin
Xayoba ‘ugly’ (fem.) xayobat

1.6. Conclusion
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To sum up, | briefly sketched the geographical and dialectal situation of Casablanca,
and presented the methodology. A brief description of CMA derivation and inflection has
been given. The purpose of this chapter was to introduce the consonantal and vocalic system
of CMA with a brief discussion of the status of the schwa. Also, a distinction between
derivation and inflection has been established, and the CMA morphological processes have

been exemplified.

The following chapter is an attempt to provide a better understanding of the theoretical
frameworks within which CMA phonotactics will be dealt with. Its main purpose is to

describe the tools by which I will examine the CMA co-occurrence restrictions.

Chapter I1: Review of the literature

11.0. Introduction

This chapter aims to present the theoretical outlooks within which the phenomenon
of CMA phonotactics will be studied. The first section on syllable structure will present the
definition of the syllable and the different theoretical views of it. | will also discuss the
syllable types and constituents with examples from the language under scrutiny. This section
will present the different ways of assigning syllable structure and the role of sonority in doing
so. The phenomena of extrasyllabicity and licensing will be dealt with. Finally, | will devote a
sub-section to the treatment of geminates with examples from CMA.

The second section on autosegmental phonology will shed light on the tools with which
CMA co-occurrence restrictions will be examined. The focus will be on the OCP which will

be exemplified.

The third section on feature geometry is an attempt to provide a general overview of the
theory. The different feature classes will be presented along with the evidence in support of
feature organization. Also, the distinction between an articulator-based- model and a
constriction based model will be established, but the focus will be more on the constriction-

based model since it is the one that will be adopted in the study.
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11.1. Syllable Structure

This section will define the syllable, and present its types. The role of sonority in
assigning syllable structure will be discussed. The phenomena of extrasyllabicity and
licensing will be tackled together with the treatment of geminates in CMA. The following
sub-section will provide a definition of the syllable and present the various views of it.

11.1.1. Definition and Traditional Views of the Syllable

a. Defining the Syllable:

As a matter of fact, there is no definition that phoneticians and phonologists currently
agree upon. The same view has been advocated by Goldsmith (1990: p. 103) who claims that
there is no agreement about the definition of the syllable. He points out that the disagreement
about the syllable’s definition comes from the fact that there are different opinions which
range from those who denied its physical reality to those who have identified it

psychologically with a chest pulse and acoustically with degrees of sonority.

Fery and Vijver (2003: p.3) state that the syllable has been a key concept in generative
linguistics: the rules, representations, parameters, or constraints posited in diverse frameworks
of theoretical phonology and morphology all make reference to this fundamental unit of
prosodic structure. The syllable is connected with both segmental and suprasegmental levels.
It is mainly the concern of metrical phonology. From a prosodic point view, the syllable is
part of the prosodic hierarchy (i.e. Phonological word (PW), Foot (F), Syllable (c) and Mora
() (McCarthy: 2006).

Moreover, Goldsmith (1990: p.108) defines the syllable from a rather different angle.
According to him, the syllable is “a phonological constituent composed of zero or more
consonants, followed by a vowel, and ending with a shorter string of zero or more
consonants”. Using other terms, the syllable is a structural unit which is composed of a
sequence of consonants (c) and vowels (v). However, this definition differs from Chomsky
and Halle’s (1968) opinion which has some skepticism on whether syllables are real linguistic

units and relevant phonological entities.

Another view of the syllable claims that the syllable is a psychological entity which can be

identified by the speakers of a language. Speakers are able to count the number of syllables in
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a word and can often tell where one syllable ends and the next begins (Fery and Vijver: 2003:
p. 10).

To sum up, the lack of a definition of the syllable should not prevent us from studying
syllables. In the following sections, | will reasonably answer some questions about CMA
syllable structure such as the maximal syllable size, what is a possible onset, and how to
determine syllable boundaries (onset and coda). Before that, the following sub-section will

briefly present the different traditional views of the syllable.
b. Traditional Views of the Syllable

This sub-section will present two different views of the nature of the syllable. It will
mainly summarize the major points about the syllable presented by Goldsmith (1990).
Generally speaking, there have been two major traditional views of the syllable: the sonority
theory and the phrase- structure theory. The first view looks at the syllable from an internal
point view focusing more on the alternating crescendo and diminuendo of speech, the
oscillating rises and fall of energy. That is, in many succession of phonemes there will be an
up-and- down of sonority. Though the ups and downs in sonority are of great importance with
respect to the phonetic structure of languages, they are not the basis of syllable formation.
Sonority leads to the so-called transition network where any sequence of segments is well-
formed if adjacent segments come from a different set (Obstruents, Vowels, Non-vocalic
Sonorants). We cannot rely on the ups and downs since the sonority principle gives wrong
predictions, and it is not a universal principle; rather it is the languages which decide the
degree of sonority. Since the sonority principle® is not a solid background, we can resort to

the syntactic view.

The second traditional view of the syllable is external, it is not based on the measurable
energy of a phonetic manifestation as in the first view but it is based on a more syntactic
approach (Goldsmith 1990: p. 106). Thus, the syllable is a constituent definable in familiar
phrase- structure terms, quite like a sentence. A syllable is like a sentence which can be
broken down into separate constituents which in turn can be divided into individual words.
The word can be factored into separate syllables which can be factored into separate units
such as onset, nucleus and coda. As far as | can tell, the rhyme behaves like a syntactic

constituent, which involves some of the syntactic properties namely headedness, binarity and

% For more details, see section 11.1.3.
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hierarchy. The rhyme is the head which branches into two immediate constituents, which are
the nucleus and the coda. The rhyme hierarchically dominates the two constituents (i.e. the
nucleus and the coda). The nucleus and the coda are sisters or daughters of the mother (i.e.

rhyme).The following sub-section will discuss at more length the syllable constituents and

types.

11.1.2. Syllable Constituents and Types

As far as the syllable constituents are concerned, Goldsmith (1990: p.109) points out
that the syllable can be factored into separate units illustrated below:

(18) Syllable
Onset Rhyme
Nucleus Coda

The nucleus (or the peak) is by definition an obligatory unit, whereas coda (or the
satellite) is optional. The nucleus and the coda (the sisters) form a unit called the rhyme (or
the core). The syllable constituents will be presented below with examples from CMA:

a. The Onset:

The onset in CMA is obligatory. This assumption stems from the fact that V syllables are
ungrammatical. This condition can be stated in the form of a negative constraint as shown

below:

Clusters of two consonants are allowed, whether the two consonants are identical or

different as could be seen below:

(20) mmi ‘my mother’ , DDaR * the house’, sbof ‘alion’, qrof ‘bald’
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Clusters of three consonants are not allowed, unless the first two members are geminates:
(21) sshoS  ‘the lion’ nnmoar ‘the tiger’
b. The Nucleus:

The nucleus in CMA syllables consists of the three underlying vowels (i, u, a), in addition

to the epenthetic schwa.’
c. The Coda

Unlike the onset, the coda is optional in CMA. We may have words that are composed
only of an onset and a nucleus, for instance/ma ‘water’; /sm& ‘sky’ ,Kkra/ ‘he rented’. But, a
word whose nucleus is a schwa has to have an obligatory coda, for example /fadd ‘catch’,
/bont “girl’, /kolt/ ‘dog’. The coda may consist of at most two consonants provided that the

two consonants are identical, for example /har ‘tickle, /3oRR/ ‘pull’.

As far as the syllable types are concerned, Al Ghadi (1990) points out that the basic
syllable type in MA is CV. Thus the syllable will contain a non-branching onset and a non-
branching rhyme. The rhyme branches only in case the nucleus is a schwa. The schwa in MA
cannot appear in open syllable. Thus the basic syllable template would look something like
(Boudlal 1993: p.17):

(22) o
o/\ R
!
.

All the syllabic patterns like CVC, CCV, CCV, CCVC, CCCVC, CVCC, CCVCC and
CCCVCC are derived from the basic syllable type CV by syllabification rules.

MA syllables are of two types: open and closed. Open syllables (codaless) are composed
either of CV, CCV or CCCV.

(23) a.CV b. CCV C. CiCjCV

* Unlike MA, Berber allows syllabic consonants as stated in Elmedlaoui and Dell’s (2002) work.
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3a  ‘he came’ bna ‘he built’ ssma ‘the sky’
ma ‘water’ bba ‘my father’ ddwa ‘medicine’

Closed syllables (checked) may end in one consonant, two different consonants or

geminates:

(24)a. CVC b. CvCC c. CVCiC;
kal ‘he ate’ bant ‘girl’ 3oRR ‘he pulled’
gal ‘he said’ Dohk ‘laughter’ hoyy ‘alive
bab “ door’ DaRb ‘hitting’ harr ‘sour’

MA contains more complex types of syllabic patterns which can be summed up:
(25) a. CCVC ‘Dlam’ ‘dark’
b. CCVCC ‘mSafr’ ‘travelling’

Under the moraic theory, CMA distinguishes between bimoraic CVC heavy syllables,
where V is different from the schwa (a); and monomoraic light syllables, which in turn fall
into two types: one where the mora dominates one segment (b); the other where the mora

dominates the schwa and another consonant (c) (Boudlal 2001).

(26)

a c b. © c c
/ /r u
C V|(|3 C \Y C 9/\C

Moreover, Goldsmith (1990: p.115) points out that there are three degrees of heaviness:
(27) (). Simple open (CV) syllables are the lightest
(ii). Syllables with long vowels or diphthongs (CVV) are heaviest

(iii) Short closed syllables (CVVC) are intermediate in weight

Page

32



Finally, we distinguish between two types of syllables; a degenerate syllable (a minor
syllable) and a major syllable. The minor syllable consists solely of a consonant (e.g. b.ka),

whereas the major syllable is one whose nucleus is a schwa or one of the full vowels (i, u, a).
11.1.3. The Sonority Principle

Although phonologists agree on the role of sonority in the arrangement of segments
within the syllable (the most sonorous segment occupies the peak position, while the less
sonorous ones are relegated towards the syllable boundary), there is a lack of agreement on its
nature and a hot debate on whether sonority scales are language- specific or there is a single

scale common to all languages.

There has been little agreement on the question of what sonority is and how it should be
defined. Phoneticians have proposed different phonetic parameters to characterize sonority.
Based on intensity, Ladefoged (1993: p. 45) defines sonority as the perceptual saliency or
loudness of a particular sound. In Selkirk (1984: p. 38), it is interpreted in terms of degree of
opening; vowels are the most open, i.e. sonorous, sounds followed in decreasing order by
liquids, nasals, fricatives and stops. Similarly, Goldsmith (1990: p. 110) defines it as “ a
ranking on a scale that reflects the degree of openness of the vocal apparatus during
production, or the relative amount of energy produced during the sound- or perhaps it is a

ranking that is motivated by, but distinct form, these notions.”

The sonority principle can be used to predict the order of segments within the onset and
within the coda. Goldsmith (ibid) states that the sonority principle is a principle in two mirror-

image parts:

(28) (i) the segmental material in the onset of the syllable must be arranged in a linear order
of increasing sonority from the beginning of the syllable to the nucleus of the syllable. For

instance, gmaV ‘lice’, /[gmaR/ ‘gambling’...etc.

(ii) the segmental material in the rhyme of a syllable must be arranged in a linear order
of decreasing sonority from the nuclear vowel of the syllable to the final segment of the
syllable. For instance, /donly ‘sin’, /kaltY ‘dog’, /bard ‘cold’, etc. The sonority of a sound is
determined primarily by the size of the resonance chamber through which the air stream
flows. The sounds which constitute the peaks of sonority are called Syllabic. It is traditionally
believed that the organization of segments within the syllable and across syllables is guided

by principles of sonority that rank segments from least to most sonorous.
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As far as the sonority scales are concerned, there are a number of competing sonority
scales in the literature that rank segment types in order of their sonority. The following
sonority hierarchy is the one proposed by Goldsmith (1990):

(29) The Sonority Hierarchy (Goldsmith 1990):

Vowels
Low vowels
Mid vowels
High vowels
Glides
Liquids
Nasals
Obstruents
Fricatives
Affricates

Stops

Since the degree of sonority is of great importance in assigning syllable structure to

segments, the following sonority hierarchy will be adopted in the present study:

Sonority Hierarchy (Hammoumi: 1988):

(30) Sonority Hierarchy
Sound Sonority index
a 10
i,uw,y 9
0 8
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r,l 7

m,n 6
x, h, h, ¢ 5
5,87 4

s, S, [if 3
b, D, d 2

t, T,k q 1

This subsection aimed at defining sonority and presenting the type of sonority scale that

will be adopted in this study. The following sub-section will present the various ways of
syllable structure assignment.

11.1.4. Syllable Structure Assignment

The linguistic literature is rich in terms of the different approaches to syllabification.

For instance, Benhallam (1990) proposes the so-called Syllable Structure Assignment
Algorithm (SSAA). The SSAA starts from right to left in the following way:

a. Assign a vowel to a nucleus. Any of the segments [i, u, a] is susceptible to function as a
nucleus. This rule operates as follows:

(31) x x x |\|| (where a, B, y are melodic units and B is /i/, /u/ or /a/)
1 |
af vy X X X
a Py

b. Onset and rhyme rule. This rule has the effect of assigning the segment which is
immediately on the left of the nucleus as an onset. The nucleus node is dominated by a higher

constituent called rhyme. Both the onset and rhyme are dominated by a syllable node.

c. Assignment of a non-syllabified C to the coda position of a codaless syllable:

(32)
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o/\ o/\ R

R
N/\C > N/\Cd
| | |
C V C C V C
| | | | |
m a t m a t

d. Assignment of a stray C as premargin or postmargin to a following onset or a

preceding coda.

Benhallam (1990) distinguishes two types of syllabification in MA: full-vowel

syllabification (i, u, a), and schwa syllabification.

Goldsmith (1990: p.117) proposes two major principles that are of great importance; the
first principle is Maximal Onset Principle and the second one is Directionality of syllable
creation. However, there is a problem which comes from the fact that there are segments
concatenated by the morphological component that cannot be parsed into successive
permissible syllables. This problem can be solved by one of following three approaches
(Goldsmith: ibid).

(33)  (i). All-nuclei First Approach
(ii). The Linear Scanning Approach
(iii). The Total Syllabification Approach

The first approach builds up the nucleus (N), thyme (R), and syllable (o) structure from
each syllabic element first. The second approach scans linearly, either from right to left or left
to right, depending on the language, contracting syllables in such a way as to build the largest
syllables (i.e. smallest number of syllables) consistent with the language’s restrictions on
possible syllables. Both the first and the second approaches result in some contingent
extrasyllabic consonants unlike the third approach i.e. the total syllabification approach. In the
third approach, syllable structure is imposed on consonants and on vowels, and if no
segmental material is available to fill an obligatory position, then the structure is built

anyway, with the nuclear position dominating no skeletal position.
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For the purpose of the present study, the first approach i.e. all nuclei first will be adopted in
the syllabification process. Having looked at the syllable structure assignment, the following
sub-section will highlight the phenomenon of extrasyllabicity.

11.1.5. Extrasyllabicity

This sub-section will present the major points highlighted by Goldsmith (1990)
about extrasyllabicity. According to him, many languages allow extra segmental material to
appear at the end of a word. This extra material at the end has been called a termination, an
appendix, or has been said to be extrasyllabic. This problem can be solved by the fact that
each segment will belong to at least one syllable except for (word-initial) or word-final

elements the language allows to remain extrasyllabic.

One type of extrasyllabicity is the so-called contingent extrasyllabicity in which
consonants may fail to become syllabified during the syllabification procedure and thus be
hanging at limbo, waiting for a syllable to come along for them. The notation C has been used
to indicate a contingently extasyllabic segment. This type of extrasyllabicity has to be
distinguished from the word —final status that languages may give to segments, which | shall
call licensed extrasyllabicity. A further type of extrasyllabicity is prosodic licensing in which
all segments must be part of a higher-level organization, such as the syllable; each segment is
licensed by being a part of a larger unit. Segments permitted by licensed extrasyllabicity are

part of the prosodic system at the word.
11.1.5. Licensing

Goldsmith (1990: p.123) distinguishes between two types of licensing which will be
stated as follows. The first type is prosodic licensing which requires all segments to be a
member of some syllable, or else be marked as contingently extrasyllabic. The second type is
the so-called autosegmental licensing which shares a certain sense with the earlier notion of

licensing, but with a quite difference in its specifics.

The controlling idea behind autosegmental licensing is that there are prosodic units that
are licensers. For instance, the syllable node, the coda node and certain word-final morphemes
are licensers. A licenser is endowed by the grammar of the language with the ability to license

a set of phonological features or more precisely autosegments. All autosegmental material
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must be licensed at the level called by Goldsmith (1990) the W-level (the word-level). It is

worth pointing out that the elements not licensed at this level will be deleted.
11.1.6. Syllable Structure and Geminates

This subsection aims to shed light on the phenomenon of gemination in MA. This
phenomenon has been tackled by a number of linguists who have employed different
approaches to represent geminate clusters either within linear phonology or non-linear
phonology. For instance, geminates in some languages should have a sequential
representation since they behave like a sequence of two identical consonants, whereas, in

other languages, geminates are represented as a single segment.

The linguistic literature provides us with different definitions of the notion ‘geminate’.
Rguibi (1990: p.124) defines a geminate as: “two segments which have the same feature
specifications”. According to Elmedlaoui and Dell (2002: p. 40), a geminate is a single
melodic unit (i.e. a single feature bundle) associated with two prosodic positions. Here are for
instance the representations of (a) a simple t, (b) a geminate t (i.e. tt), and (c) a sequence of

two simple ts:
(34) (. t b. tt C .t+t
X X X X

For Elmedlaoui and Dell (ibid), a geminate refers to doubly associated feature bundles. Thus,
each occurrence of x represents a prosodic position and the letter t stands for the bundle of

distinctive features which defines [t].

Having considered the definition of a geminate, three types of geminates have to be
distinguished. For Rguibi (1990), there should be a distinction between underlying and
derived geminates, called otherwise tautomorphemic and heteromorphemic respectively.

Examples of tautomorphemic geminates in MA are:
Words Gloss

(35) a. moaxx ‘brain’
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b. barrad ‘teapot’

Examples of heteromorphemic geminates in MA are the ones which are the result of

some morphological or phonological processes (e.g. assimilation), such as:

Words Gloss

(36) DDaR ‘the house’
ssuq ‘the market’
Jatt ‘Isaw ¢

A further type of geminates in MA is the so-called ‘Reduplicated Geminates’ in which

the second radical of a root is reduplicated to express causative as could be seen below:

a. Base Gloss b.Causative Gloss
(37) drs ‘to study’ dorras ‘to teach’
hrb ‘to escape’ horrob ‘cause to escape’

The relevant linguistic literature is rich in terms of the approaches to geminates. One of
the main linguists who dealt with MA geminates is Benhallam (1980), who is mainly
concerned with the type of rules which split up geminates. He suggests that one needs to take
into account the rules that split up geminates, and that a sharp distinction between purely
phonological rules and phonolexical ones is necessary. He assumes that geminates are broken
up when we are dealing with some morphological operation. Benhallam (1980: p.141)
proposes the so-called a Geminate Law stated as follows: “underlying geminates clusters can
be split up by morphological (or morpholexical) rules but not by phonological rules” (p.141).
Another Moroccan linguist who dealt with geminates is Saib (1977). He discusses Berber
geminates assuming that there are geminates which function as two-like segments with
respect to other rules. However, he gives evidence pointing out to the necessity of the
sequential analysis. One piece of evidence can be drawn from a productive process of schwa

epenthesis.

Concerning the recent non-linear approaches to geminates, McCarthy (1979, 1986) dealt

with different languages trying to provide a better solution to the dual behavior of geminates
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by using the non-linear principles. He considers the Obligatory Contour Principle (henceforth
OCP) as a constraint which prohibits two identical segments from occurring on the same tier
(for more details about OCP, see the section below). For instance, the word/madd ‘to pass’

will be represented as follows:

(38) c

d 5
AN

|
c N

Cd
| 2N
\Y} C C
| N
m ) d

The only position for the schwa is between the first consonant and the second one and this in
conformity with the OCP (McCarthy 1986) which prohibits two adjacent segments (See
chapter Il section 2.4.).

There is a number of theories about the representation of geminates. One of them is the
One- Root Theory of Length proposed in McCarthy and Prince (1986). According to this
theory, geminates are linked to a single root node as could be seen below:

The One- Root Theory of Length:

(39) a. Geminate Consonant b. Geminate Vowel
9 (¢} 9
: i
Place Place

Having looked at the One-Root Theory of Length, let’s now move to the second view
about geminates which is expressed by the Two-Root Theory of Length of Selkirk (1990).
According to this view, geminates are represented with two root nodes that share stricture and

place features as can be seen below:

(40)  a. Geminate consonant b. Geminate vowel
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RC RC RV RV
Place Place

To put this discussion on a concrete footing, let’s consider the following example [bba] ‘my

father’:

(41)

Ft
] /\ )
| /
i i
/ |
RC RC RV
N |

According to Selkirk (ibid), the representations above will allow for a straightforward
distinction between full and partial geminates. Full geminates involve the sharing of all
features, whereas partial geminates are structures where specifications for laryngeal features

of nasality may differ in the two halves.

To sum up, it is the Two-Root Theory of Length that will be adopted in the present work
for the analysis of the cases that involve geminates. This subsection aimed to shed light on the
phenomenon of gemination, and show the different views of geminates’ representation. The

following section will highlight the tools of autosegmental phonology.
11.2. Autosegmental Phonology

This section aims to highlight the theory of autosegmental phonology. I will shed light on
the major aspects of autosegmental phonology, and | will look at the key concepts and

phenomena in the theory. The main purpose of this section is to introduce the tools that will
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be employed in the analysis of CMA consonant phonotactics .The following sub-section will

provide a general overview of the theory, and present the key concepts in it.
11.2.1. General Overview of Autosegmental Phonology

One of the most productive developments of phonology in the last decade has been the
emergence of autosegmental phonology. What has been novel in autosegmental phonology is
that the tones of an utterance are viewed as constituting an autonomous sequence of entities,
separate from and equal to the sequence of consonants and vowels that make up what we shall
call here the phonemic core of the utterance.

The relevant literature provides us with different definitions of autosegmental phonology.
Autosegmental phonology is a multilinear representation which allows overlap among
features. The emergence of it can be ascribed to John Goldsmith’s (1976) thesis, which
develops work carried out by William Leben and Edwin Williams in the early 1970s.
According to Goldsmith (1976), autosegemental phonology is an attempt to supply a more
adequate understanding of the phonetic side of the linguistic representation. For Coleman and
Local (1991), autosegmental phonology is a theory of phonological representation, which

employs graphs rather than strings as its central data structure.

Oostendorp (2005) points out that autosegmental phonology treats elements of phonology
(features) as not being grouped together in segments. Underlying and surface forms comprise
strings of segments arranged in two or more tiers (Goldsmith, 1979). Autosegmental
phonology goes beyond the place and manner of articulation and focuses on stress, tone,
vowels, and nasal harmony. The autosegmental framework was originally used to describe
tone in tone languages. Clements (1976) developed the theory involving vowel harmony and
nasal harmony. Then John McCarthy (1979) built upon this theory extensively in the verbal

derivation of Classical Arabic.

lggy (1994: p.8) provides us with some evidence in support of the theory. He dealt with the
phonological evidence at length. The phonological evidence for autosegmental phonology is
overwhelming, and there is at present no challenge to the idea that phonological
representations must be autosegmentalized. The pieces of evidence in support of

autosegmentalism are: length phenomena, reduplication, and harmony.

To sum up, autosegmental phonology is a theory of phonological representation which

employs multi-tiered representations rather than strings. Each autosegmental tier contains a
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linearly ordered sequence of autosegments; different features may be placed on separate tiers,
which can be associated by association lines .Building on these foundations, | will next have a

look at the definition of autosegmental representations and segments.
11.2.2. Phonological Representations and Segments

Goldsmith (1990) states that autosegmental representations differ from familiar generative
and traditional phonemic representations in that they consist of two or more tiers of segments.

Phonological representations consist of several independent sequences (or tiers) of entities.

According to Local and Coleman (1991), a phonological representation consists of a
number of phonological objects (segments, autosegments and timing slots) and a two-place
relation, called association over those objects. The phonological objects are partitioned into a
number of well-ordered sets, called tiers. Each tier itself consists of a string of segments, but
the segments on each tier differ with regard to what features are specified in them. Each
feature that plays a phonological role in a language will appear on exactly one tier; that is,
features cannot appear on more than one tier. In addition to the segments on separate tier, an
autosegmental representation includes association lines between the segments on the tiers. A

pair of tiers, along with the set of association lines that relates them, can be defined as a chart.

The notion of segment is of great importance in autosegmental phonology. For this
reason, a number of phonologists have tried to define it and identify its role in the theory.
Central to this theory is the idea of relative autonomy of segments in any one tier with respect
to elements in other tiers, whence the replacement of the label ‘segment’ with the blend

neologism ‘autosegment’, and the dubbing of the theory itself as ‘autosegmental’ phonology.

Weijer (2006: p.126) defines a segment as an ‘abstract (or mental) representation of a
sound that is postulated in phonology’. In other words, a segment is a term for an indivisible
unit ultimately a mental unit of organization. Segments can be split up into smaller units.
According to Goldsmith (1979,) segments must be associated with any vowel, but there are
cases where they are left unassociated. In this case, we say that the segments are floating
(floating tones). Goldsmith (ibid) points out that segments can be deleted without affecting
their corresponding vowel. There are rules which delete a segment located on one
autosegmental tier without affecting an autosegment with which it was formerly associated.
This effect is known as a stability effect, since it accounts for why an element such as a tone

may display stability — a resistance to deletion- even when the vowel it was associated with is
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deleted phonologically. Similarly, a tone can be deleted without its corresponding vowel
underlying deletion. It is worth pointing out that a segment will not be phonetically realized if
it is not linked to a position in the skeletal tier. This condition is known in the literature as the

linkage condition.

There are various types segments. The first type is the so-called simple segments, which
capture the ordinary kind of segments and consist of a single state labeled with a singleton set.
In general, when we employ a symbol like /b/ it will be interpreted as a simple segment. The
second type is homogeneous segments which represent slots (like N) and members of
templates (like CVCCVC), and consist of more than one state. Each state is labeled with a
singleton set. The third type is heterogeneous segments which represent spreading
autosegments, like [+high]. The automata have a single state which is labeled with a non-
singleton set. The last type is hybrid segments that represent spreading autosegments that

have Greek letter variables, like [a place] or [a high].

The main purpose of this sub-section was to highlight the two concepts, which are
phonological representations and segments. Also, | have tried to introduce the major concepts
in autosegmental phonology, such as tier, chart, floating tones, stability, and linkage
condition. The next sub-sections will shed light on the key phenomena in the theory under
scrutiny, namely association convention, contour tones, tone-bearing units, multiple
association, spreading rules, OCP, well-formedness condition , No Crossing Constraint,

compensatory lengthening, and the skeletal tier.
11.2.3. The Association Convention

The relevant literature on autosegmental phonology agrees on the fact that the
association convention requires every tone be linked to some vowel. Similarly, Oostendorp
(2005) states that no ‘floating’ tones are allowed on the surface, every tone needs to be linked
to a vowel. The founder of the theory ,Goldsmith (1979), points out that when unassociated
vowels and tones appear on the same side of an association line, they will be automatically

linked in a one-to- one fashion, radiating outward from the association line.

One important notion mentioned above is the so-called floating tones. Goldsmith (ibid)
claims that a floating tone refers to two things. First, it refers to a morpheme that is
underlyingly only tonal, that is, composed of segments only on a tonal tier. Second, the term

used to stand for segments which, at a given moment in the derivation, are not associated with
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any vowel. If a vowel should come to be deleted, then the tone associated with it may be said
to become ‘floating’ in the second sense, though not in the first. If a tone ‘floats’ when it has
no vowel associated with it, we can say that the process of associating a floating tone is
‘docking’ (Goldsmith 1976: p.45).

With these foundations in hand, let’s now discuss another crucial issue in autosegmental
phonology, which is spreading rules. According to Goldsmith (1979), a tone that is associated
with a single vowel will in certain languages, be spread, or doubled, to an adjacent vowel.
Spreading, or assimilation, can occur in tonal or other autosegmental structures which spread
the association of a tone as far as possible in a given direction. The autosegment will be
associated with all unassociated accessible segments on the opposite tier in one direction or
the other, and so will be associated to all those unassociated segments to which it can link
without crossing any association lines. This kind of spreading is indicated by an arrow in the
autosegmental rule, pointing out to the right for unbounded rightward spreading, or to the left

for unbounded leftward spreading, or with two arrows for spreading in both directions:

(42) a. b. C.
% % %
4 )/
T ™~ T T

Having looked at floating tones and spreading rules, I now move to highlight another
important notion related to tones, which is known in the literature as ‘contour tones’. Contour
tones or dynamic tones are the rising and falling tones (Goldsmith 1979:p.39). In a language
with high and low tones, it is common to find falling and rising tones. In languages with more
than two levels of tones, rising and falling tones can generally have their starting and ending

points tonally identified with one of the level tones of the language.

Generally speaking, tones associate with vowels in two different ways. First, the
association convention, in a quite general fashion, specifies that tones universally will freely
associate with vowels when both the tone and the vowel in question are unassociated. Second,
all the other rules of tonal association and reassociation have the specific property of
associating tones with vowels, rather than consonants. It is worth pointing out that segments

which do not involve specifying on each of the two tiers of a chart, are considered Freely
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Association Segments (Goldsmith ibid: p. 45). Having said this, the following sub-section

will discuss briefly the so-called OCP.
11.2.4. Obligatory Contour Principle (OCP)

The Obligatory Contour Principle (OCP) was first proposed by Leben (1973), in which it
was formulated as a morpheme structure -constraint precluding sequences of identical tones
from underlying representations. In autosegmental phonology (Goldsmith 1976), with
articulated conceptions about associations between featural melodies and skeletal units the
OCP was considered to be relevant to adjacent singly linked melodies but not to doubly linked

melodies.

The OCP was originally proposed to account for the distribution of tones in West African
languages (see Leben 1973; Goldsmith 1976). It has been extended to a wider range of
phenomena, leading to McCarthy's formal definition of the principle: “At the melodic level,
adjacent identical elements are not permitted”. That is, McCarthy (1981) revises this principle
and states that adjacent identical elements are prohibited not only at the tonal tier but at any

autosegmental tier as well.

In more recent work (McCarthy 1986a), the OCP is conceived of not only as a constraint
on lexical representations, but as responsible for a number of phonological processes. An
example of such processes is antigemination, which prohibits syncope rules from creating

geminates.

To see how the OCP works in Moroccan Arabic, consider the representation of the word
[Joddu] ‘they caught’:

(43) u u
a* C C C +\|/ ----- —» b C C C +\|/
o O\

J d d I d

The representation in (b) is allowed while the one in (a) is ruled out exactly as predicted by

the OCP. Having presented the definition of OCP and seen how it works in MA, the following
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sub-section will briefly present another mechanism which prohibits the crossing of association

lines®.
11.2.5. No Crossing Constraint (NCC)

As a matter of fact, the No Crossing Constrain is one of the main principles of the
so-called Well-formedness Condition. The core principles of this condition can be

sketched as follows:

(44) i. All tones must be associated with (at least) one syllabic element.
ii. All syllabic elements must be associated with (at least) one tone
iii. Association lines do not cross (NCC)

In autosegmental phonology, each autosegmental tier contains a linearly ordered
sequence of autosegments. When an articulatory gesture is interrupted by another
distinct gesture, one has to start a new in order to resume the gesture. Let’s consider

the following example:

@5 a*H L H L H
ba/\l‘a\ba bL I’a bL

Representation (a) is ruled out because the same tone H cannot be associated with the
first and third syllable when another tone (L) follows on the second syllable. Crossing
is forbidden and a separate H tone must be posited.

Coleman and Local (1989) argue that NCC does not, in fact, constraint the class of
well-formed autosegmental representations. The NCC is not a constraint at all since it
doesn’t restrict the class of well-formed phonological representations. The core of
their arguments can be briefly sketched as follows. The first argument is that a
distinction must be drawn between autosegmental phonological representations and
diagrams of those autosegmental phonological representations. The NCC is a
constraint on diagrams, not autosegmental phonological representations. Another
argument is that the NCC is a constraint on pictures, not on phonological

representations, since straightness of lines is a property of pictures, not linguistic

> See Local and Coleman’s article: The “No Crossing Constraint” in Autosegmental Phonology.
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representations. That is, no crossing constraint is an incoherent concept in
autosegmental phonology because there is no mathematical justification for insisting
on straight lines.

To sum up, NCC is not that simple as it seems to us from the very beginning. For
the purpose of this study, what should be borne in mind is that association lines should
not cross. Having presented the phenomenon of NCC, | now move to discuss the
skeletal tier and other issues, namely compensatory lengthening and the behavior of

geminates.

11.2.6. The Skeletal Tier

Goldsmith (1990) has dealt at length with the skeletal tier. According to him,
the skeletal tier is the CV-tier or the timing tier, which represents Cs and Vs. The
elements on the skeletal tier are often called slots, or V-slots and C-slots. They are the
segments to which vowels and consonants must associate if they are to be realized. A
single tonal autosegment can be associated with more than one vowel. Autosegments

are the segments which are not on the skeletal tier.
11.2.6.1. Compensatory Lengthening

Goldsmith (1990: p.73) defines compensatory lengthening as ‘a process of
lengthening a segment’. Generally, there are two points that are of importance with
respect to compensatory lengthening. The first point concerns the characteristics of
autosegmental representation that are helpful in understanding compensatory
lengthening. The second point is about the role that syllable structure plays in

understanding the phenomenon under scrutiny (i.e. compensatory lengthening).

To put this discussion on a concrete footing, let’s have a look at the following
examples. The example in (a) below is an example of compensatory lengthening since
it contains two segments x and y which are on the skeletal tier, and M is on a
phonemic tier. In this representation, M and x are associated to each other, and y is not

associated to any element on M’s tier.

(46) (a)  x y
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M

A further example of lengthening will be given with respect to syllable structure. If a
sonorant at the end of a syllable is deleted, and the preceding vowel is lengthened, we have a
representation as in (b). This is a case of compensatory lengthening. The lengthening of the
vowel in this case consists not of a feature change, but of the addition of an association line.

(47) (b) Syllable

Rhyme
Nl|JC|EUS C|:oda
\Y C
/
|a n

When a single consonant appears between vowels, it is always syllabified as part of
the onset of the syllable that contains the vowels on the right, rather than as part of the coda of
the syllable containing the vowel on the left. Furthermore, if two consonants appear between a
pair of vowels, the consonants belong to separate syllables: the first consonant forms the coda
of the syllable to the left, while the second consonant forms the onset of the syllable to the

right.
11.2.6.2. The Special Behavior of Geminates

Researchers have tried to investigate several general characteristics of geminate
consonants as well as long vowels. They aimed to look at them from an autosegmental
perspective. As a matter of fact, rules that are sensitive to syllable weight, or that establish
syllable weight, treat geminate consonants as if they were two consonants (Goldsmith, 1991).

Generally speaking, geminate consonants act like sequences of consonants rather than
a single consonant marked [+ long]. This generalization receives a natural explanation within
an autosegmental- metrical theory of phonology, since metrical structure is built on the

skeletal tier, and geminate consonants involve two positions on the skeletal tier.

A second generalization that can be established is that geminate consonants frequently are

allowed in positions where sequences of the different consonants are not allowed. In this
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respect, geminate consonants do not seem to behave like sequences of consonants; somehow,

it is as if their first half were not there.

A third generalization involves rules of epenthesis which insert a vowel in order to break
up impermissible sequence