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Introduction



Graphs and graph theory plays a huge role in computer science and many other fields because

of its broad range of possible applications and theoretical importance. This article will attempt

to encourage the reader to take the Discrete Mathematics option in Mathematics HL, or at least

to be partially puzzled and intrigued by the theory of graphs. I want to write a Mathematical

Exploration on this topic because this field has very much value for me personally. For the past

two years, I’ve been very much exposed to graph theory through participation in the International

Olympiad in Informatics, which gave me motivation to study graphs and algorithms on them.

For the student interested in computer- science or engineering, this article should be a good

introductory text to some important concepts. For the more pure mathematically interested

reader, some of the proofs in the text (if never seen before) might be of great interest. The way

I see them, graphs lie in the crossing point between human intuition and mathematical elegance,

a rare occurrence.

By IB standards, the mathematical investigation is supposed to be understandable by students taking the mathematics HL course. To make sure of this, more advanced topics in graph

theory has been postponed to the very end. I have tried to limit the scope of the definitions

to only include the most central ones, without referring to any undefined notions. Most importantly, I have built the theory from the very ground and up, meaning that no familiarity with

graphs is assumed.
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Introduction to graphs



Essentially, a graph is a collection of dots and some lines between them. There are endless

variations of types of graphs. In this article I will only care about the simplest ones, as they are

typically the most interesting.

The mathematical definition of a graph1 , say G, is an ordered pair 2 G = (V, E) such that V

is a set of nodes or points, called vertices and E is the set of edges, where every edge is described

as a set of exactly two vertices. This essentially means that any edge, say e, in E is on the form

{a, b} where a and b are both vertices in V and are different (i.e, there is no line from a vertex

to itself). All of this means that a graph is made up of two parts. The first part, V, is the set of

1 As already noted, there are many kinds of graphs. The graph type described here is called simple, undirected

graph and is the most basic type of graph. In this text graph will refer to simple undirected graphs unless otherwise

is specified. Note that though these graphs are the most basic ones, they are very interesting and useful.

2 An ordered pair, denoted (a, b) is defined as a set of two elements where the order of them do matter. Recall

that in a set, the order of the elements does not matter. In short {a, b} = {b, a}, but (a, b) 6= (b, a). All of this

means that in an ordered pair, it makes sense to talk about the first element or the second, something which does

not makes sense when talking about sets.
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Figure 1: An example of a graph, with vertices labelled from 0 to 6



vertices, namely our dots. The second part, E, is the set of edges between these dots. An edge

is described by two vertices, the abstract "points" that the edge connects.

Already it is clear that some important structures in real life can be modelled with graphs.

Consider, for example, a map of your city. We will construct a graph G = (V, E) that can tell us

something about the roads in this city. Let every intersection of roads be a vertex in our graph

(that is, a member of V ) and let there be an edge (line) between two intersections if there is

a road that directly connects them. Now we have represented a possibly complicated network

of roads in a very compact mathematical fashion. To illustrate this example, consider figure 2.

In this graph, green vertices represents roundabouts, blue represent the parts of the city where

most people work and the grey vertices represent the places most people live. If you for example

lived in the part of the city represented by the vertex with label 4 and you work at 11, you might

want to travel first from 4 to 0, then 0 to 7 and then turn right to 11. If one day the road 0-7

is closed, you could always travel through 3-6-7 and then 11. It should be noted that modern

GPS systems for cars actually use these kinds of tools, namely graphs, and so called algorithms

on them to solve problems like finding the shortest and most effective path between two parts of

a city.

Figure 2: A simplified road network modelled by a graph



Another example can be modelling a network of people. Let us for example model a typical

2



high-school with a graph. For every student, we will have an assigned vertex in our graph that

represents this student, and let there be an edge between two vertices in our graph if the students

they represent are friends. Again, a very complicated human-built structure has been represented

as a compact, simple mathematical structure. Of course, we have lost a lot of information. We

have not cared about the strength of the friendships involved, we have not noted who are girls

and who are boys, we have lost any information regarding anything but exactly who is friends

with who. Though we have stripped down every student to just a mere point with some abstract

lines to other points, we can still extract much information about the network. For example,

it would be easy to find who is among the most popular students in the school, simply look

for nodes with many lines connected to it. Another example could be to identify classes in the

school, as generally most people are friends with many or most people in their class, and so one

could look for "dense" parts of the graph.
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Some definitions



Before we can prove our first theorems concerning graphs, we need some more definitions to work

with. Let G = (V, E) be a graph. If there is an edge e in E with endpoints u, v, e is incident to

u and v. For every vertex v the degree of v, denoted deg(v) is defined as the number of edges

that are incident to v. Formally deg(v) = |{u ∈ V |{v, u} ∈ E}|. In words, it is equal to the size

of the set containing all edges that are incident to u.

Two vertices that have an edge connecting them are adjacent. To be precise, given u, v ∈ V

they are adjacent if {u, v} ∈ E. A walk in a graph is quite simply a sequence of adjacent vertices.

In figure 1, a walk could be 0, 2, 4, 2, 4, 0, 5 to see this, start looking at the vertex with number

0 on it. Then follow the edge to 2, then to 4 and so on. Observe that we always travel along

an edge from the current vertex to the next one in the walk. A path is a walk where one does

not visit any vertex (except possibly the first and the last) more than once, for example 5, 0, 4, 2

in figure 3. A path where the first vertex is equal to the last is called a cycle. An example of a

cycle in figure 3 could be 0, 4, 2. In fact, this is the only cycle in figure 3. Also, a walk where

no edge is visited more than once (note: vertices can be visited many times, but never the same

edge) is called trail

If one can walk between any two vertices in a graph, that is find a walk that starts at any

vertex u and ends at any other vertex v then the graph is connected. If a graph is not connected,

it is disconnected, meaning in practice that no matter where you start your walk, there will be

some vertices you cannot reach.

Any graph can be partitioned into so-called connected components. If a graph is connected,

it consists of only one connected component; the whole. Figure 3 consists of three connected

components, namely the subsets {5, 0, 4, 2}, {1, 2} and {6} of the vertex set.
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The handshaking lemma and other mini-theorems



We will now introduce and prove one of the classic theorems in graph theory, namely the handshaking lemma. Let us say that you are at a nice little party, the only problem is that you

haven’t met many of the other people there before. This is true for most people at the party;

the host simply invited some random people that don’t really know each other. Not considering

the social implications of this and the other details of the party, let us instead use mathematics

to try to understand some of what is going on here. First of all, can we say anything at all

about the sum of all handshakes everyone on the party have done? Actually, yes we can. The

handshaking lemma states that this number must be even. Of course it can be 0, but recall that

0 happens to be an even number too. How can we prove this statement?

3



Figure 3: A disconnected graph



Note that for every handshake taking place, there are exactly two people involved. Both of

these people will add one to the sum, hence two is added. And so the sum is equal to twice the

number of handshakes observed. It follows that the sum of all handshakes everyone has been a

part of must be even. Let us now show that the theoretical version of this problem holds for

every graph.

Proof. Let G = (V, E) be a graph. In our party-example, every person would be modelled by a

vertex and there would be an edge between to people if they have shaken hands. Anyway, for

every edge e in E, let {a, b} = e. If we remove e from our graph deg(a) and deg(b) would both

decrease by one, and no other vertex would change its degree. If we do this for every edge we are

left with a graph where every vertex has degree zero, and in every other step, we have maintained

the property that the sum of degrees of all vertices is even. This completes our proof. What we

have shown is that in any graph, removing edges from it maintains the parity of the sum of the

degrees of all the vertices in the graph, which must be even as the empty graph has even sum of

degrees.

Proofs like this are extremely normal in discrete mathematics as almost every structure can

be constructed "iteratively" because of its discrete nature. This allows us to do induction on the

number of edges in a graph, the number of vertices and so on. Later a proof will be given where

induction is used on the number of cycles found in a special type of graph!

An immediate, and very interesting, corollary from this theorem is that there cannot be an

odd number of vertices with odd degree. Let us carefully prove this.

Proof. Given any graph G, let S equal the sum of the degrees of all the vertices in the graph. We

have shown that S is even. Let Sodd and Seven equal the sum of the degrees of all the vertices

with odd degree and even degree, respectively. Obviously, every vertex either has odd degree or

even degree. Therefore, Sodd + Seven = S. Seven must be even, as the sum of any (finite) set of

even numbers is even. Observe that adding an odd number to an even number results in an odd

number. Since we have shown that both Seven is even, and S is even, it follows that Sodd must

be even. Why? Because otherwise, the sum Sodd + Seven would be odd! This kind of argument

is called "reductio ad absurdum" in Latin, or proof by contradiction in more modern terms.

Note that in Figure 4 all vertices with odd degree is coloured blue and vertices with even

degree is coloured green. It is interesting to observe that there is nothing hindering a graph from
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Figure 4: A graph with two vertices (blue) with odd degree, and three with even.



having an odd number of even-degree vertices, the only necessary constraints are put on vertices

with odd degree.
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The seven bridges of Köningsberg and Eulerian cycles



It is simply impossible to get through an introduction to graph theory without stumbling upon

probably the most famous bridges in mathematics, namely those of Köningsberg. Euler was, as

you may know, probably the most influential mathematician of his time and did ground-breaking

work in many fields. Among many other things, he was arguably the first mathematician to pose

and answer a graph-theoretic question. The problem dates back to 1736[2] and can be explained

very simply.

Figure 5: The Seven bridges of Köningsberg, picture taken from Wikipedia



Is it possible to start at some part of the town shown on the picture and move across every

bridge exactly once and then go back to the starting point? Such a cycle is called an Eulerian

5



cycle3 . A solution to this question would have been very useful, as it would allow for example

tourists to enjoy a trip across all the bridges in the city and go back to where they started

without being forced to walk across any bridge two times. Interestingly, we can exploit graph

theory to deal with this question.

To solve this problem, we first need to pose the question in a mathematical manner. More

precisely, we want to turn the question into an equivalent graph theoretical problem. To do

this, note that we do not care about the internal structure of the different parts of the city.

The only thing that matters is the layout of the bridges and the islands they connect. It is

therefore natural to create a graph, say G = (V, E) where V consists of the four different parts

of the city (northern part, middle island, southern part, western island) and the bridges between

these vertices as edges. For simplicity, I have included a picture from Wikipedia that shows one

embedding of the graph.

Figure 6: The seven bridges of Köningsberg transformed into a graph. The vertices here represent

an island each, with an edge between two vertices if there is a bridge between the two islands

the vertices represent.



Make sure that you understand that this in fact has the same structure as the above picture.

One immediate problem about this graph is that there are three vertices that have more than one

edge to the same vertex! How should we resolve this problem? Right now, we will not worry too

much about this and instead simply accept that some graphs can have this property4 . Instead,

we will attack the problem from a very different angle. Instead of directly answering whether

or not it is possible to find an Eulerian cycle on this graph, we will find the general conditions

necessary for there to be some Eulerian cycle.

First of all, can we rule out some obvious things? Naturally, for there to be an Eulerian cycle

in a graph there must be a path from every vertex in the graph to every vertex incident to at

least one edge, i.e the graph must be connected, excluding vertices with degree zero. Now, let’s

say that we have such a graph; a nice little connected graph where every edge can be reached

from every vertex (if we have any vertices without edges incident to it, let us just forget about

them and "delete" them).

Furthermore, observe that if any of the vertices has odd degree, we have completely destroyed

our chance of finding an Eulerian cycle. Why? Keep in mind that we want to visit every edge

once and start and stop at the same vertex. Let us say that we have any vertex u which has odd

degree. Now, we want to visit every edge that is adjacent to u. When we go from some other

3 Also



named Euler tour, for example in [4]

multigraphs can have more than one "copy" of the same edge. In contrast, simple graphs cannot.



4 Formally,
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vertex to u, we use exactly one edge. At this point, we have to leave u using a different edge.

If we have an odd number of vertices, we cannot possibly leave and enter u the same number of

times without visiting some edge more (or less) than one time!

Now that we have established that no graph with any number off odd-degree vertices (remember, by the way, that there must be an even number of them?) cannot have an Eulerian

cycle, we have already answered our original question, as there are vertices with odd degree in

the graph. Sadly, it was impossible, and we have proved so, to find a nice way to visit every

bridge once and return to your starting position if you lived in Köningsberg in the eighteenth

century. Though we have answered this question, we still haven’t resolved the more general

problem: When, exactly, are there Eulerian cycles in graphs? In the next section a surprisingly

simple answer will be given and proved.
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Eulerian cycles completed



Any connected, finite5 graph G where all vertices have even degree has an Eulerian cycle. The

proof of this is divided into three parts. First, we will describe an algorithm to extract disjoint

cycles from the graph. After this, we will prove that the algorithm given actually works and

lastly we will prove that one can merge all the cycles into one Eulerian cycle.

Theorem 5.1. Every connected, finite graph where every vertex has even degree has an Eulerian

cycle, i.e a walk which visits every edge exactly once and returns to the first vertex visited.

Let G = (V, E) be a connected, finite graph where every vertex has even degree. Let u ∈ V ,

we will build an Eulerian cycle starting with this node. We will keep track of the edges we have

visited so far. Our algorithm works as follows. Beginning at any node c = u we will travel

along an arbitrary, unvisited edge e incident to c and mark this edge as visited. Given that

we previously were at c, we will now be at the other end of e. After this, we continue visiting

new edges in the same manner (now from the new vertex we are at). Continuing, we will at

some point return to u (this will be proven in Lemma 5.3). After this, there may or may not be

unvisited edges left in the graph. If there are unvisited edges in the graph, find a vertex v in the

graph which is incident to an unvisited edge. Let us now start our search from v, still keeping

track of which edges we have already visited. Now we will find another cycle, that begins and

ends with v. After our algorithm has halted, we are left with a set of cycles with no edges in

common. First, let us prove that running the algorithm, starting with any vertex v will actually

give us a cycle where no edge must be visited more than once. After this we will merge all the

disjoint6 cycles together to form a complete Eulerian cycle. We will also prove that this can be

done, in Lemma 5.3. Let this algorithm be called the cycle-finding algorithm.

Lemma 5.2. The cycle finding algorithm will partition (i.e "split" or "divide" in mathematical

jargon) the edges of a finite Eulerian (note that Eulerian implies connected) graph into disjoint

cycles where no edge is visited more than once.

Proof. (1) Assume that when the algorithm visits some vertex z there are no unvisited edge

connected to z. By definition, this is the only scenario in which the algorithm can halt.

We know that every vertex of z has been visited. We know that z has even degree. Let us

unmark the incoming edge we last used to visit z, that is, we find the vertex we visit previously

in the algorithm and go back to it.

5 Actually, infinite graphs where every vertex has even degree will have an Eulerian cycle as well, but the proof

given here will only show that this is the case for finite graphs

6 Two sets are disjoint if they do not share any elements. In the same manner, two cycles of are disjoint of they

do not share any edge
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(2) Now, z has one edge that is unvisited. This means that z has an odd number of edges

that are visited, because it has one unvisited and the sum must be even.

(3) If z has an odd number of visited edges, then z must have been either walked into one

more time than walked out of, or walked out of one more time than walked into. This is because

otherwise there would have to be an even number of visited edges connected to it.

(4) z cannot have been walked into more than walked out of, because we are not in the

vertex. If we had walked into it more than walked out of it, we would have to be in the vertex.

Therefore, we have to conclude that we have walked out of the vertex one more time than walked

into it. This implies that z = u, as z must be the first vertex, because this is the only vertex

that is walked out of one more time than it is walked into until the last vertex is visited and the

cycle is complete. We have now shown that the algorithm will halt if and only if the cycle is

complete.

Lemma 5.3. The cycles generated by the cycle finding algorithm can together form an Eulerian

cycle.

Proof. We will prove this by induction.

(1) If our algorithm has halted with only one cycle completed, we have our wanted Eulerian

cycle by the definition of the algorithm and the above proof.

(2) Assume that we have an Eulerian cycle whenever our algorithm halts with k disjoint

cycles. Now, assume that the algorithm halts with k + 1 disjoint cycles. Let u be a vertex

which is incident to edges from at least two disjoint cycles. Such a vertex is guaranteed to exist

from connectedness of G. Let us now merge the two cycles. Let s be the node we started on

when constructing one of the disjoint cycles. Let us travel along this cycle, and when we reach

u, instead of continuing, we travel along the other cycle. After we have returned to u, we will

continue to travel along the original edges. We have now merged the two cycles, and we are left

with k disjoint cycles.

It can now be concluded that we can merge all the cycles into one Eulerian cycle.

For a proof which attacks the problem not as an algorithmic one, but rather in a more direct

mathematical fashion, see [3] (Anderson 2002, p. 78). For a much more compact proof, see [4]

(Diestel 2006, p. 21), which is an excellent text-book for advanced graph theory.
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An interesting corollary



We have now shown that every connected graph where every vertex has even degree must have

an Eulerian cycle. An interesting consequence of this is that some other graph types can have

similar Eulerian-like paths. For example, a connected graph with exactly two vertices with odd

degree will have a walk where one visits every edge exactly once, starting at one of the vertices

with odd degree and end on the other. Though the proof is included here, understanding the

issue is much more important than reading the proof. Feel free to not read the proof. The only

reason it is here is because finding the proof was very good practice for me personally, and I

think it’s quite elegant.

Corollary 5.3.1. For every finite connected graph with exactly two vertices with odd degree there

exists a walk that visits no edge more than once, starts at one of the vertices with odd degree and

ends at the other.

Consider, for example Figure 7, which we will use as an example to illustrate the corollary.

Later,



8



Figure 7: Without the green edge between 1 and 6, the two vertices 1 and 6 both has odd degree,

while every other vertex has even degree.



Observe that once we add the green edge between 1 and 6, we have an Eulerian cycle. Thus,

with this edge present, we can easily find an Eulerian cycle. Consider, for example, the walk

(0, 4, 5, 6, 1, 2, 3, 6, 4, 1, 0). Convince yourself that this is in fact an Eulerian cycle. Such a cycle,

however, is not at all what the corollary guarantees the existence of. It states that we should

there must exist a walk from 1 to 6 which visits every edge exactly once, a seemingly very different

statement. However, the cycle just found will help us find our wanted walk!

Let us split the Eulerian cycle into two parts. The first part will be the part where the edge

(1,6) has not been visited yet, and the other part will be the part after this has been done. The

two parts obviously partition the original path. Our Eulerian cycle, (0, 4, 5, 6, 1, 2, 3, 6, 4, 1, 0),

will be transformed into A = (0, 4, 5, 6) and B = (1, 2, 3, 6, 4, 1, 0). Here comes the essential idea;

let us first traverse B, starting at 1 and ending at 0. Now at this point, let us traverse A!. This

can be done, since the first vertex in A is 0! After traversing A, we end up at 6. We have visit

every edge except the edge between 6 and 1. Now, we might as well pretend like there was now

edge there in the first place! A properly rigorous proof will be given in the next few paragraphs,

but I think this example gives a good explanation for the phenomena.7

To prove this, we will turn the problem into a different (and more elegant) but equivalent

problem, described by the following lemma.

Lemma 5.4. For every graph with an Eulerian cycle, for every pair of adjacent vertices u, v

there exists an Eulerian cycle where the last edge visited is an edge that goes from u to v.

7 Instead of traversing B, than A, we could’ve traversed A in it’s opposite order, then B in its opposite order.

This will give us the exact same, but reversed, walk.
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