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Abstract

The scale-symmetric 1/r 2, Dirac delta in two dimensions, and Dirac delta prime potentials

are solved using various techniques of regularization and self-adjoint extensions, in order

to study the e↵ect of anomalous scale symmetry breaking. All of the methods used quali-

tatively agree for the two-dimensional delta potential. Those used on the one-dimensional

delta prime potential do not all agree, but it is found that the Gri�ths approach and

momentum-space regularization produce the exact same, symmetry-preserving bound-state

and scattering sectors. It is rea�rmed that the two-dimensional delta potential is anoma-

lous, but it is posited that the delta prime potential may not be. It is discussed whether

anomalous symmetry breaking happens due to regularization schemes or quantization.
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Chapter 1

Introduction

1.1 Anomalies

An anomaly is the breaking of a classical symmetry that occurs in the corresponding quan-

tum theory. Anomalies occur frequently in the context of quantum field theory and often

have consequences for a theory such as the non-conservation of currents, the emergence of

new types of particles, or the introduction of a mass scale [47]. Anomalies in quantum field

theory have been studied for decades and are relatively well-understood [31].

But there has more recently been a surge of interest in quantum mechanical anomalies,

for a number of reasons. One reason is strictly pedagogical: given how important anomalies

are in quantum field theory but how inaccessible this subject is to undergraduates, many

authors have taken to finding examples in ordinary quantum mechanics that can help build

students’ intuition for the concept in a simpler context [30].

The more important reason, however, is that ordinary quantum mechanics has been

found to be useful as a simplifying approximation to quantum field theories [44]; this is the

central idea behind the e↵ective Þeld theoryprogram. Quantum mechanics itself can be

thought of as a 0+1-dimensional field theory, and the Fock Space formalism of QFT, which

is used to allow for indefinite numbers of particles, is built up from quantum mechanical

Hilbert spaces [49]. Therefore phenomena in quantum field theory ought to have analogues

in quantum mechanics.

As a part of the e↵ective field theory program, many tools and ideas from quantum field

theory such as regularization, renormalization, and dimensional transmutation are being
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applied to singular potentials in ordinary quantum mechanics [21]. These processes usually

involve getting rid of some unwanted infinity—even if it appears very naturally in a calcula-

tion—or inserting dimensions into an originally dimensionless parameter. It is assumed that

the infinity is unphysical and that it instead represents some inadequacy of the theory that

needs to be fixed. Since these techniques are responsible for the creation of anomalies in

quantum field theory, it is not surprising that bringing them into quantum mechanics would

also bring about anomalous symmetry breaking. These quantum mechanical anomalies have

become interesting objects of study in their own right.

The only classical symmetry that has found to be broken in quantum mechanics is scale

symmetry, which is essentially the property of a potential having only dimensionless cou-

plings. A consequence is that there is no dimensional parameter available to set the energy

scale of, say, a bound state or energy dependence in a scattering phase shift. Therefore,

this symmetry can be shown to be broken through what is called the anomalous emergence

of a bound state—and this bound-state energy can be a reference for the anomalous energy

dependence of scattering observables, too. These ideas will be more fully fleshed out in

Chapter 4.

On the first pass through calculating the spectrum of a scale symmetric potential, we

usually find that there is no bound state sector, but we can sometimes force a bound

state on the problem through techniques of regularization and renormalization, which are

required for the problem to make well-defined physical predictions. This, in a nutshell, is

the quantum mechanical anomaly. The Dirac delta potential in two dimensions and the

1/r 2 potential in any number of dimensions, both scale-symmetric potentials, have been

presented in the literature as examples of the quantum mechanical anomaly [1], [9], [30],

[33].

Invariably, the derivation of a quantum mechanical anomaly involves at some point in

the calculation a kind of “fudging,” as one might call it, e.g. redefining certain limits in

the middle of the problem, allowing a coupling constant to approach 0, or “cutting o↵”

an integral’s bounds before infinity. Although it may seem shocking and distasteful to

someone outside the field, such “fudging” can be well-motivated and sensible. In quantum

field theory, techniques of regularization and renormalization are necessary to deal with the
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artificial infinities that frequently arise due to the infinite degrees of freedom in the theory

[37].

A simple example of renormalization is choosing, after the fact, to have a free-scalar-field

Hamiltonian’s eigenvalues correspond to energy density rather than energy, since space-

time has infinite volume. Such a divergence is known as an infrared divergence, and it

is fixed simply by dividing through by the volume of space V and taking the limit V "

# [37]. Another type of renormalization involves cutting o↵ high-energy, short-distance

oscillation modes in the field theory, because we assume that at some energy/length scale,

the field theory breaks down. This is called an ultraviolet divergence, which arose because

we presumed the field theory to be valid for all length scales [37].

This same mindset of trying to eliminate all unwanted infinities at all cost has been

adopted into quantum mechanics. Therefore, it should not be surprising that we would

encounter the anomalous breaking of scale-symmetry, since the lack of a bound state often

results from the bound-state energy blowing up to $# during a regularization procedure

that respects the scale symmetry. If we decide that such an infinity is unacceptable, then

of course a bound state will emerge.

So on the one hand, these quantum mechanical anomalies result from the application of

well-respected and well-understood techniques of renormalization borrowed from quantum

field theory, used to deal with the artificial problem of having infinitely many degrees of

freedom. But on the other, there’s this troubling feeling that such an approach would

necessitate an anomaly in any case, regardless of the particulars of the problem. If we were

going to get rid of any infinity we encountered all along, then how would we not break scale

symmetry? What would it mean for a scale-symmetric potential to not have an anomaly?

These are the kinds of questions we will attempt to answer. How should we view these

examples of anomalies in quantum mechanics? Are they truly outliers, as the terminology

“anomaly” suggests, or did theorists find them only because they were determined to find

them?

As a side question, we will also consider the one-dimensional delta prime potential—that

is, the derivative of the delta potential, whatever that means—which is scale symmetric but

hasn’t yet been entered into the literature’s canon of quantum mechanical anomalies. By
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performing similar calculations on this potential, we can gain more insight into whether it

is due to characteristics of the potentials themselves that they are susceptible to anomalous

symmetry breaking or simply a consequence of using field theory tools to calculate their

spectra and scattering observables.

1.2 A Guide to the Reader

Chapter 3 is necessary to do a lot of the calculations that appear in Chapters 5-7 if one

is not already familiar with self-adjoint extensions. Unfortunately, Chapter 3 is also nec-

essary to understand one small detail of Chapter 2, but we have kept the order this way

because Chapter 2 is still mostly introductory material. Chapter 4 presents in detail the

consequences of scale and conformal symmetry in classical and quantum mechanics, us-

ing Noether’s theorem. Chapters 5-7 present various approaches to solving three singular,

scale-symmetric potentials, and there is no preferred order. Chapter 8 discusses the theo-

retical and experimental relevance to studying both anomalies in general and these specific

scale-symmetric potentials in particular.

1.3 Who Did What

In the spirit of Sarang Gopalakrishnan ’06, whose thesis work this project builds on, we

include a brief note to explicitly cite the origins of the calculations we present. It is still

made clear throughout the text when another source is being referenced, but it is not as

apparent when an original calculation is being presented. There are three broad categories

for the problems solved in this thesis:

1. Calculations done by the author that, to the author’s knowledge of the literature, are

original:

• Double-! regularization of 1D ! 0, bound-state problem and scattering problem

including renormalization.

• Finite-well approach to the classical 2D ! .
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• Momentum-space calculation of 2D ! bound-state energy in terms of cuto↵, done

directly instead of via S-matrix pole, as well as reinterpretation of " (#0) in light

of renormalization.

• Momentum-space calculation of the 1D ! 0 bound-state and scattering sectors,

including observation that, although there is no anomalous energy-dependence

in the phase shift, we get the same transmission magnitude as is found in the

Gri�ths boundary condition approach.

• Characterization of position-space renormalization of 2D ! as redefinition of !

functional to !̃ , which picks out rate of logarithmic divergence of a test function.

2. Calculations done by the author that are almost certainly not new, but were done

without referencing any outside sources:

• Deriving the conserved charges D and K in classical mechanics from scale and

conformal symmetry, respectively.

• Applying Gri�ths’ 1D ! 0 boundary conditions to the bound-state and scattering

problems.

• Finding the general set of self-adjoint boundary conditions on R \ {0}, as well

as verifying that the usual ! and ! 0 boundary conditions from Gri�ths represent

self-adjoint point interactions.

• Verifying that the free-particle radial operator (with boundary conditions to

ensure continuous di↵erentiability) on the unpunctured plane is self-adjoint.

• Momentum-space solution to 1D ! potential.

3. Calculations paraphrased by the author, possibly with slight modifications, correc-

tions, and/or reinterpretations, from outside sources:

• Derivation of SO(2, 1) invariance algebra for scale-symmetric potentials in quan-

tum mechanics (Ref. [1]).

• Position-space regularization of 2D ! (Ref. [1]).

5



• Solving Schrödinger equation for 3D 1/r 2 potential and finding self-adjoint do-

mains (Refs. [1], [39], and [33]).

• Presentation of mathematics behind self-adjoint extensions in Chapter 3 (Refs.

[4] and [5]).

• Derivation of anomalous term in Ehrenfest theorem (Ref. [42]).
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Chapter 2

Theory of Anomalies

In short, an anomaly is a symmetry breaking that occurs “upon quantization”; that is, when

considering the same problem from a quantum mechanical point of view. The idea of quan-

tizing theories may be fundamentally flawed [37]: why would you formulate a supposedly

more robust theory in terms of a classical approximation? Nonetheless, quantizing classical

Hamiltonians is still a useful and common technique because it guarantees reduction to

classical mechanics in the classical limit. Therefore the process of quantization is itself an

interesting object of study. The anomaly, by definition, is a symmetry breaking caused by

quantization, so it is necessary for us to understand it.

There are di↵erent ways of quantizing a physical system. We explain two common

methods, canonical quantization and Feynman’s path-integral formulation. We work in one

space dimension to keep the formulae readable, as it is straightforward to generalize to

higher dimensions.

1. Canonical quantization

The classical theory takes place on phase space (the x-p plane), and the physical

observables are functions on phase space, for example kinetic energy. The dynamics

of a physical observable A is given by the equation

dA
dt

=
$A
$t

+ {A, H } (2.1)

which involves the observable’s explicit time-dependence as well as its Poisson bracket

with the Hamiltonian, {A, H } % @A
@x

@H
@p $ @H

@x
@A
@p . It is straightforward to show that
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{·, ·} is anti-symmetric, bilinear, and satisfies the Jacobi identity, and thus the space

of all physical observables forms a Lie algebra structure with the Poisson bracket [50].

The quantum-mechanical theory, on the other hand, takes place in a Hilbert space

of possible states, and observables are represented by self-adjoint operators on this

Hilbert space. It turns out there is also an important anti-symmetric, bilinear function

that satisfies the Jacobi identity on the space of Hilbert space operators known as

the commutator [A, H ]. Moreover, the commutator appears in the equation for the

dynamics of observables, known as the Ehrenfest theorem:

d&A'
dt

=

⌧
$A
$t

�
+

1

i~ &[A, H ]' (2.2)

Amid many seemingly irreconcilable di↵erences between the classical and quantum

approaches to mechanics, the dynamics of expectation values remains a fascinatingly

straightforward connection between the two theories. Thus it is tempting to deÞne

their correspondence as follows:

{A, B } ("
1

i~ [A, B ] (2.3)

That is, we preserve the relevant Lie algebra structure underlying the physical ob-

servables. This mapping is known as canonical quantization. The jargon is that

we “promote” classical functions on phase space to Hilbert space operators via this

mapping.

2. Path-integral formulation

Attributed to Richard Feynman, the path-integral formulation is another elegant way

of expressing quantum mechanics in terms of classical mechanics [17]. The relevant

quantity is the transition amplitude &t 00, x 00|t 0, x 0' , i.e. the probability amplitude that,

for a given Hamiltonian, a particle observed at position x 0 at time t 0 will be observed

at position x 00 at a later time t 00. Of course, in quantum mechanics, the particle did not

take any well-defined “path” to get from x 0 to x 00; that would violate the uncertainty

principle. The assumption of the theory is that this probability amplitude can be

8



calculated in terms of the classical action associated with every possible path from x 0

to x 00 in t 00 $ t 0 seconds. Translated into an equation, this reads

⌦
t 00, x 00|t 0, x 0↵ =

Z
e

i

~S�

(t0,t00)D% (2.4)

where %= %(t) is a path that satisfies %(t 0) = x 0, %(t 00) = x 00; S�(t 0, t 00) is the classical

action associated with %from t 0 to t 00; and D%is a “functional di↵erential,” i.e., the

equivalent of dx for a path integral, but now we’re integrating over an entire space

of functions instead of the real line. Essentially, you consider every possible classical

path the particle could take from x 0 to x 00, calculate the classical action S� associated

with that path, and turn that into a phase shift e
i

~S� . You add up all of these

unit-modulus phase factors—one for each path—and they will ultimately produce a

single complex number as the transition amplitude, whose modulus squared gives the

transition probability density.

More precisely, one can calculate the path integral by discretizing time, integrating

over all space at each point in time, and taking the limit as the discretization gets

finer:

Z
e

i

~S�

(t0,t00)D%

= lim
�t!0

QN/2

Z 1

�1
. . .
Z 1

�1
exp

8
<

:
i
~

N�1X

j=0

"
1

2
m
✓

xj+1

$ xj

�t

◆
2

$ V (xj , tj)

#
�t

9
=

; dx
1

. . .dxN�1

where t
0

= t 0 and tN = t 00, tj+1

$ tj = �t = t
N

�t0
N and xj = x(tj) for a discrete

path x(t). The sum inside the exponent is the action for x(t) with linearized kinetic

energy between tj and tj+1

. The pre-factor QN/2 =
�

m
2⇡i~�t

�N/2

essentially gives the

measure on the function space, which tells us how much to “weigh” each function’s

contribution of e
i

~S , analogous to how we use the width of an interval �x as the

weight for a particular point’s contribution in a Riemann sum. It is chosen such

9



Figure 2.1: A discrete path x(t) for N = 5. The dotted vertical axes corresponding to the
values of xj for 1 ) j ) N $ 1 are integrated over from $# to # .

that the path integral converges when taking the N " # limit. (It is di�cult to

independently motivate the exact form of this pre-factor.) We present this expression

in one dimension in order to not overwhelm the reader with even more indices, but

the generalization to D dimensions is straightforward, even if D is non-integer, as is

required in dimensional regularization.

Although there are some solvable examples, such as the free particle and the harmonic

oscillator [22], in practice, to evaluate such a path integral is di�cult, if not impossible,

in most situations. This method of quantization is not so much important for its use

as a calculational tool, but rather its use as a conceptual aid, for it gives a very direct

correspondence between Lagrangian classical mechanics and quantum mechanical time

evolution.

Moreover, there is an elegant argument for how this reduces to classical mechanics in

the large-action limit (or, equivalently, the ~ " 0 limit). Consider the neighborhood

of any particular path with large action. Small relative changes in the action are still

large relative to ~ and thus will produce massive phase shifts e
i

~S , winding around

the unit circle so many times that even this tiny perturbation produces an e↵ectively

independent phase shift. A small neighborhood of perturbations, then, will have no

10



Figure 2.2: A small deviation %0 from %will produce a change in action that is, in general,

very large compared to ~, and so the resulting phases e
i

~S for % and %0 are essentially
independent.

net e↵ect on the path integral, as a sum of infinitely many independent “random

variables” with mean 0 converges in probability to 0.

There is an exception, however, for a path that happens to have stationary action

! S = 0. For a su�ciently small neighborhood centered around a path of stationary

action, the action is approximately constant even relative to ~, and so the phases con-

structively interfere to produce some nonzero net contribution. Therefore this path

and its neighborhood of perturbations contribute significantly more to the amplitude

than does any other path’s neighborhood, hence this path is special in the classi-

cal limit. Incidentally, this argument also shows why the physical path in classical

mechanics must have merely stationary action, not extremal action.

In each of these pictures, a quick and naive glance suggests that an anomaly is a math-

ematical impossibility. In canonical quantization, the defining mapping is between objects

that express symmetries in each theory. In their respective theories, both the Poisson

bracket and the commutator appear in the equation for a conserved quantity. A conserved

quantity often originates in a symmetry, that is, the invariance of the classical action or

quantum Hamiltonian under a particular transformation. The connection between symme-

11



Figure 2.3: A diagram representing the naive argument against anomalies. A classical
symmetry gives rise to a conserved quantity, whose corresponding quantum observable
must also be conserved under canonical quantization and the Ehrenfest theorem. Then
there is the same symmetry in the quantum picture, if the conservation of &A' originates in
its corresponding symmetry.

tries and conservation laws is given by Noether’s theorem, which states that a continuous

symmetry of a physical system implies that a particular quantity has no time-dependence,

e.g. space-translation-invariant systems must conserve linear momentum. The converse of

Noether’s theorem does not hold, but of course the contrapositive does, and so the Poisson

bracket or commutator can reveal time-dependence of a particular quantity, which would

imply that the system does not contain a particular symmetry. Using the same example, if

it could be shown that momentum is not conserved, then the system must not be invariant

under space translations.

Moreover, in quantum mechanics, [U, H ] = 0 *+ H = U�1HU , so a transforma-

tion of the Hamiltonian via some unitary operator U (e.g. rotation or time evolution) is a

symmetry if and only if it commutes with the Hamiltonian. The argument against the pos-

sibility of anomalies is that, since the Lie algebra structures in each theory contain so much

information about the symmetries, a quantization procedure that explicitly ensures that

these algebras are isomorphic ought to preserve symmetry. A diagrammatic representation

of this logic is presented in Fig. 2.3.
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In the path-integral approach, a similarly naive argument also suggests that classical

symmetries must always carry over into the quantum picture. Classical symmetries are

transformations that leave the action invariant, and so if transforming the system does not

change the action S, then it certainly won’t change e
i

~S or
R

e
i

~S�D%.

But there are subtleties to these quantization methods that allow anomalous symmetry-

breaking terms to sneak their way in. Esteve argues in Ref. [42] that this can happen in the

canonical picture because of assumptions implicit in the derivation of the Ehrenfest theorem,

which gives the time-dependence of expectation values in terms of the commutator:

d&A'
dt

=

⌧
$A
$t

�
+

1

i~ &[A, H ]' (2.5)

(Note: to understand Esteve’s argument requires knowledge of some definitions from Chap-

ter 3; if the reader is unfamiliar with the basics of operator domains and self-adjointness,

he or she should briefly consult Chapter 3 before reading.) The Ehrenfest theorem is often

said to follow from H being a self-adjoint operator, because at some point in its derivation

one must move H from a bra to a ket, but further assumptions are in fact required. Let’s go

through its derivation carefully, using the more precise notation (" , A" ) instead of &" |A|" ' ;

the latter sweeps issues of domains, adjoints, and self-adjointness under the rug by being

vague about whether A acts “on the left” or “on the right.” We also set ~ = 1 for the rest

of this thesis. We start by explicitly evaluating the total time derivative of &A' % (" , A" )

with the product rule:

d(" , A" )
dt

=

✓
d"
dt

, A"
◆
+

✓
" ,

$A
$t

"
◆
+

✓
" , A

d"
dt

◆
=

⌧
$A
$t

�
+ ($ iH " , A" ) + (" , $ iAH " )

=

⌧
$A
$t

�
+

1

i
(" , AH " ) $

1

i
(H " , A" ) =⇤

⌧
$A
$t

�
+

1

i
[(" , AH " ) $ (" , HA " )]

=

⌧
$A
$t

�
+

1

i
&[A, H ]'

But the step =⇤ follows only if we can legally move H from " to A" in the inner product,

which is okay if and only if A" is in the adjoint domain D (H ⇤), or, more simply, i↵ A" ,

D (H ) since H is assumed to be self-adjoint, i.e. D (H ⇤) = D (H ). The inner product in
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this context is an integral, and the Hamiltonian usually involves di↵erentiation, so moving

H from one function in the inner product to the other involves integration by parts. In

practice, this term could be non-zero if applying integration by parts produces non-vanishing

boundary terms, which would result from A" not satisfying the proper boundary conditions,

i.e. not being in D (H ). We will see explicit examples of this process in later chapters.

Thus the Ehrenfest theorem holds only if the domain of the Hamiltonian is invariant

under the operator of interest. If it is not, we can still manipulate the equation to look like

the Ehrenfest theorem with a corrective, “anomalous” term added on:

d(" , A" )
dt

=

⌧
$A
$t

�
+

1

i
&[A, H ]' +A (2.6)

where A = 1

i [(" , HA " ) $ (H " , A" )] is what we call the anomalous term. An anomaly,

then, occurs when this term adds time-dependence to a quantity that was conserved in the

classical picture, thereby breaking the corresponding symmetry. In terms of the argument

presented in Fig. 2.3, the bottom implication no longer holds, so d
dt &A' -= 0, implying that

! H -= 0 by the contrapositive of the right-most instance of Noether’s theorem.

The path integral formulation can also produce anomalies, despite the naive argument

that if ! S = 0, then “of course” !
�R

eiS�D%
�
= 0. The key factor is the path-integral

measure D%in this expression for the propagator. The integrand eiS may remain invariant

under a classical symmetry transformation, but if that transformation induces a change in

the function space measure, the propagator may change such that the classical symmetry

is broken. This characterization of the anomaly, termed the “anomalous Jacobian,” is due

to Fujikawa [31].

What is interesting to note from these two characterizations of the anomaly is that nei-

ther inherently requires any renormalization process. It should be possible, in theory, for a

classical symmetry to break in quantum mechanics simply because the process of quantiza-

tion isn’t clean enough to fully preserve the symmetry, without the aid of renormalization.

If some authors refer to these characterizations of symmetry breaking as anomalous, while

other authors define the anomaly as the failure of any regularization scheme to preserve sym-

metry, are they talking about the same thing? Is the anomaly the failure of a symmetry to

14



survive renormalization, or is it the failure of a symmetry to survive quantization?

15



Chapter 3

Self-Adjoint Extensions

The examples of the anomaly that we examine in this thesis all involve a singular potential,

and the method of self-adjoint extensions is the most mathematically rigorous way of dealing

with singularities in a potential. We present a somewhat informal introduction to the

subject, primarily following Refs. [4] and [5], but also using Ref. [1]. We try to focus on the

motivation for the results rather than the details behind them. Thus we have made liberal

use of footnotes, to which we relegate the more arcane mathematical details that can be a

distraction from the big picture.

In introductory quantum mechanics courses, the hermiticity of an operator is empha-

sized as the property that gives the quantum system a sensible physical interpretation, in

particular real eigenvalues, orthogonal eigenstates, and unitary time evolution. However,

the connection between hermiticity and these three properties follows only in the finite-

dimensional case. The proof that a hermitian matrix A has real eigenvalues goes as follows:

given an eigenvalue & , C with corresponding eigenvector x , Cn,

&  x  x = (&x  x)  = (x  Ax )  = x  A  x = x  Ax = &x  x =+ &= & 

=+ & , R

since, by definition of eigenvector, x -= #0 =+ x  x -= 0. The proofs for the existence

of an orthonormal eigenbasis and for the unitarity of e�iAt are similarly straightforward

for finite-dimensional matrices. In infinite-dimensional linear algebra, however, there is a

stronger condition required for these three coveted properties, namely that the operator
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be self-adjoint, as opposed to merely hermitian. We will present the formal definition of

self-adjointness after a brief introduction to infinite-dimensional linear algebra.

3.1 Domains and Adjoints

Linear operator theory in infinite dimensions departs from matrix theory in a number of

important ways. In matrix theory, an n . n matrix A is a linear map from Cn " Cn, the

vector space containing all possible “states” in a finite-dimensional quantum system, e.g.

spin. The state space for a linear operator T is a Hilbert space H, i.e. a complete1 inner

product space.2 In quantum mechanics, this space is usually taken to be L 2(E ), the set

of all functions f : E " C such that |f |2 is Lebesgue-integrable, with E / Rn. Unlike in

the finite-dimensional case, however, T is not a map defined on the entire state space, but

rather T : D (T) " H where D (T) / H is a dense3 linear subspace of H. This subspace is

called the domain of T , and it is almost always a strict subset of H. At first glance, that

should seem strange: in matrix theory, it would be like saying A can only legitimately act

on, say, Qn, even though you can obviously take linear combinations of any list of complex

numbers. The reasons that specifying a subset of H as a domain is necessary will become

apparent soon.

Another important departure is that Hilbert space operators can have infinite spectra,

whereas an n. n matrix has at most n distinct eigenvalues. Clearly a finite set of eigenvalues

has an upper bound, but an infinite spectrum can be unbounded.4 Operators involving

di↵erentiation are usually unbounded, for example the derivative itself: d
dxe�x = &e�x for any

& , C. The position space operator x is also unbounded.5 Given that p = $ i d
dx , K = $ d2

dx2 ,

and V = V (x), most operators we encounter in quantum mechanics are unbounded.

1If f
k

! f , i.e.
R |f

k

� f | ! 0, and all f
k

2 H, then f 2 H.

2A vector space with an inner product (·, ·) : H⇥H ! C. For L2(E), the inner product is (f, g) =
R
E

fg.

3That is, dense with respect to the norm induced by the inner product ||f || = p|(f, f)|. One set A is
said to be dense in another set B if for any point in B, there exists a sequence of points in A converging (in
norm) to that point in B. For example, Q is dense in R with respect to the norm ||x|| = |x|.

4We say an operator T itself is “bounded” if there exists C > 0 such that ||T (x)||  C|| (x)|| for all
 2 H. Having an unbounded spectrum is clearly su�cient to break this condition.

5If f
k

= 1 on [k, k + 1] and 0 elsewhere, then ||Tf
k

|| = ||xf
k

|| = R
k+1
k

xdx = k + 1/2 gets arbitrarily big,
while ||f

k

|| = 1.

17



As promised, we now present some reasons why an operator is usually not defined on

all of H:

1. The Hellinger-Toeplitz Theorem states that if T is a hermitian, linear operator with

D (T) = H, then T is bounded. A self-adjoint operator is hermitian in particular,

and, as said earlier, we will rarely be dealing with bounded operators in quantum

mechanics. So it is in fact a mathematical necessity that a physical operator have a

strict subset of H as its domain.

2. The codomain6 of an operator T is by definitionH, so any state that T sends outside of

H cannot be in its domain. For example, returning to the position operator x, consider

its action on " (x) = 1/x , an upstanding citizen of L 2(R). Since x" (x) = 1 /, L 2(R),

" cannot be in D (x).

3. The definition of the operator only makes sense on certain classes of functions. Per-

haps x has a sensible definition on absolutely any function, but d
dx does not, and L 2(R)

includes many (in fact, it is almost entirely composed of) pathological functions, for

example Dirichlet’s function.7 Fortunately, C1
0

(R), the set of all infinitely di↵eren-

tiable functions on R with compact support8 is dense in L 2(R), so any element in L 2

can be approximated by a well-behaved function. Thus we can find a domain for an

operator involving derivatives of arbitrarily high order.

4. We want to impose physical boundary conditions on the problem. For example, in the

1D particle-in-a-box problem we consider the operator H = K = $ d2

dx2 on L 2([0, L ]).

For the domain of H , one typically requires that its members satisfy " (0) = " (L ) = 0

because this leads to quantized energy, an experimental observation. The process of

applying boundary conditions in a physical problem is, formally, no more and no less

than choosing a domain for the operator of interest.

6Also known as the target set, this is the set of possible outcomes of T ( ). It is not equal to, but does
contain, the range of the function.

7A function usually defined on [0, 1] that sends every rational to 1 and every irrational to 0. It is
continuous nowhere but does have a well-defined Lebesgue integral.

8The “support” of a function is the set on which it takes on a nonzero value, and a set is “compact” if it
is closed and bounded.
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5. We want the operator to be self-adjoint. Interestingly, this usually involves extending

the domain rather than shrinking it. It is also possible for the domain to be too large

for self-adjointness, but we usually start with a very small domain and so that is not

an issue.

We are close to formally presenting the definition of self-adjointness. We must first

define the adjoint of an operator and hermiticity more formally.

DeÞnition 3.1.1. The adjoint T⇤ of a densely-defined linear operator T is itself a linear

operator T⇤ : D (T⇤) " H, where D (T⇤) / H. For a given " , H, we define T⇤" as follows:

if there exists %, H such that (" , T ' ) = (%, ' ) for every ' , D (T), then T⇤" % %. The

domain of T⇤, then, is the set of all " such that there exists such a %.

The definition is familiar: if you want to move the action of the operator from the ket

to the bra, you have to take the adjoint. This %that may or may not exist for a given "

(corresponding to whether or not " , D (T⇤)) is T⇤" . The astute reader will ask whether

the adjoint is well-defined, since there could conceivably be multiple %(for a given " ) that

satisfy (" , T ' ) = (%, ' ) for all ' . It turns out that, if D (T) is dense in H, then the adjoint

is in fact well-defined,9 hence our previous insistence on dense domains.

We present the definition of hermiticity formally, since it also involves domain-related

details that are ignored in matrix theory.

DeÞnition 3.1.2. A densely-defined linear operator T is said to be hermitian or sym-

metric if, for every " , ' , D (T), (" , T ' ) = (T" , ' ).

It follows immediately that for a hermitian operator T , D (T) / D (T⇤).10 To achieve her-

miticity necessarily requires choosing a domain small enough such that the adjoint domain

is larger. Note how the more things we add to D (T), the smaller D (T⇤) becomes, because

the % that must exist (carrying over notation from the definition) for " to be in D (T⇤)

9We present a quick proof. Suppose there existed � and �0 satisfying the definition of the adjoint. Then
for all � 2 D(T ), (� � �

0
,�) = (�,�) � (�0

,�) = ( , T�) � ( , T�) = 0, i.e. � � �

0 is orthogonal to every
element of the domain of D(T ). Let h = ���0. By density of D(T ), we can choose a sequence {�

k

} 2 D(T )
such that �

k

! h. Then ||h||2 = |(h, h)| = |(h, h)�0| = |(h, h)�(h,�
k

)| = |(h, h��
k

)|  ||h||2 ||h��
k

||2 ! 0.
So ||h||2 = 0 =) h = 0 =) � = �

0.

10 If  2 D(T ), then for all � 2 D(T ), (T ,�) = ( , T�). So T is the “�” that exists for  ; therefore
 2 D(T ⇤).
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needs to satisfy a strictly stronger “for all” statement about all the elements ' of D (T),

because, well, we’re adding more elements to it.

There is often a “Goldilocks” domain you can choose so that D (T⇤) shrinks to exactly

D (T). This, finally, is the definition of a self-adjoint operator.

DeÞnition 3.1.3. A densely-defined linear operator T is said to be self-adjoint if it is

hermitian and D (T) = D (T⇤).

The primary motivation for this definition is the following theorem.

Theorem 3.1.4. If T is a self-adjoint operator, then

• The spectrum ofT is a subset of the real line

• U(t) = eitT is a unitary operator for every t , R, and U(t + s) = U(t)U(s) for every

s, t , R

Essentially, T has real eigenvalues and unitary time evolution. It is also true that T has

a set of orthogonal eigenstates, but it is a bit arcane to even state this fact formally, let

alone prove it. In short, a self-adjoint operator T can undergo a similarity transformation

with a unitary operator such that it turns into a “multiplication operator,” the infinite-

dimensional equivalent of a diagonal matrix. See Ref. [4], Sec. VIII.3 for details. In practice,

the spectrum ends up being a discrete set of negative-energy bound states that satisfy a ! ij

orthogonality relation with one another, as well as a continuum of positive-energy scattering

states that satisfy a ! (x $ y) orthogonality relation. Although the scattering states are not

in L 2, they get added in via the “rigged” Hilbert space construction discussed in Ref. [25].

We often encounter singular Hamiltonian operators that, with su�ciently strict bound-

ary conditions, turn out to be hermitian. However, the boundary conditions we naively

enforce on seemingly reasonable physical grounds usually end up being too strict for the op-

erator to be self-adjoint. Thus we must extend the operator’s domain such that it becomes

self-adjoint. The beauty of the self-adjointness requirement is that it can give physical in-

sight into a problem by telling us what our boundary conditions ought to be. The physical

sensibility of a real spectrum, orthogonal eigenstates, and unitary time evolution tells us

to demand self-adjointness, and demanding self-adjointness in turn tells us what boundary

20



conditions we should enforce. But how do we find such a “Goldilocks” domain, and might

there be more than one?

3.2 Finding Self-Adjoint Extensions ÒBy HandÓ

A classic example of a hermitian, but not self-adjoint, operator is T = i d
dx on [0, 1] with an

initial domain of D (T) = {" , AC [0, 1] | " (0) = " (1) = 0}, where AC [0, 1] is the set of

functions on [0, 1] with a continuous derivative, i.e. those functions that can be integrated

by parts. To prove T ’s hermiticity, we perform integration by parts on the inner product

of an arbitrary f, g , D (T)

(f, T g ) =

Z
1

0

f i
dg
dx

dx = i
⇥
fg
⇤

1

0

$ i
Z

1

0

df
dx

gdx = 0 +

Z
1

0

i
df
dx

gdx = (T f, g )

The boundary terms in the integration by parts vanish because of our very strict domain,

which requires f (0) = f (1) = g(0) = g(1) = 0, so of course f (1)g(1) $ f (0)g(0) = 0. The

problem is that this is overkill. If we instead allow f to come from the less restrictive adjoint

domain D (T⇤), then T is hermitian if and only if, for every f , D (T⇤), g , D (T), we have

0 = (f, T g ) $ (T f, g ) = i
h
f (1)g(1) $ f (0)g(0)

i

*+ f (1)g(1) $ f (0)g(0) = 0 (3.1)

The challenge, then, is to weaken the boundary condition on all g so that the sameboundary

condition is required for all f for Eq. 3.1 to hold. (That is precisely what D (T) = D (T⇤)

means.) If such a self-adjoint extension S exists, let us take an f in that domain D (S) that

is not in D (T). Then in the particular case where we take g = f ,

0 = f (1)f (1) $ f (0)f (0) = |f (1)|2 $ |f (0)|2 *+ |f (1)| = |f (0)|

i.e., Eq. 3.1 implies that every f , D (S) satisfies f (1) = ( f (0) for some11 ( with |( | = 1.

From that argument alone, this ( could certainly depend on f . But given some other

11This ↵ is unique for a given f precisely because we required f 2 D(S) \D(T ), which forces f(0) 6= 0 so
that we can divide by it to get |f(1)/f(0)| = 1. Otherwise any ↵ would give 0 = ↵ · 0.
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g , D (S), let ) satisfy g(1) = ) g(0), |) | = 1; then applying Eq 3.1 in this more general

case gives

0 = f (1)g(1) $ f (0)g(0) = ( f (0)) g(0) $ f (0)g(0) *+ 0 = () $ 1

*+ ( = )

since the conjugate and the inverse are the same for unit-modulus complex numbers. Thus

this ( is fixed for all elements of the self-adjoint extension domain D (S).

The claim is that all possible self-adjoint extensions T↵ of T are parameterized by ( on

the complex unit circle, so that D (T↵) = {" , AC [0, 1] | " (1) = (" (0)}. We already argued

the reverse implication: that any self-adjoint extension of T must have such a domain. The

forward implication is more obvious: any two elements of D (T↵) clearly satisfy Eq. 3.1 for

any ( .

3.3 DeÞciency Subspace Method

We brute-forced our way through the above example by working straight from the definition

of self-adjointness. It required some insight as to how to make Eq. 3.1 give equivalent

restrictions on f and g. There is, fortunately, an algorithmic method for finding all self-

adjoint extensions of any hermitian operator. We present the relevant definitions and

theorems for this method, omitting the proofs. As such, how and why the method works

will remain fairly mysterious, but the focus of this thesis is not the method itself, rather its

application to the issue of anomalies in quantum mechanics.

DeÞnition 3.3.1. Let T be a densely-defined linear operator. Then the eigenspace of i ,

N
+

= Ker(T $ i ), is termed the positive deÞciency subspaceof T , while the eigenspace of

$ i , N� = Ker(T + i ), is termed the negative deÞciency subspaceof T . The dimensions of

these spaces &n
+

, n�' are termed the positive/negative deÞciency indices.

We usually care about the deficiency subspaces of T⇤, since a failure of T ’s self-adjointness

manifests itself by D (T⇤) being too large; in particular, D (T⇤) may contain eigenvectors
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with imaginary eigenvalues. The deficiency indices tell us how many parameters we’ll need

to describe the set of all self-adjoint extensions, via the following theorem from Ref. [5] Sec.

X.1.

Theorem 3.3.2. Let T be a densely-deÞned, linear hermitian operator. Then

1. If the deÞciency indices ofT⇤ are &0, 0' , then T is said to be essentially self-adjoint,

in that there is a unique self-adjoint extension.

2. If the deÞciency indices ofT⇤ are &n, m' with n -= m, then T does not have any

self-adjoint extensions.

3. If the deÞciency indices ofT⇤ are &n, n' , then the set of self-adjoint extensions ofT is

in one-to-one correspondence with the set of unitary linear transformationsU : N
+

"

N�.

In Case 1 of the theorem, the self-adjoint extension is usually trivial, for example ex-

tending the domain of i d
dx from C1

0

(R) to C1

0

(R). In this case, extending the operator

amounts to simply closing it.12 We won’t worry about Case 2, since it doesn’t come up in

any of the potentials we address.

Case 3 is the most interesting case. The unitary group U(n) parameterizes all possible

self-adjoint extensions of our operator T . The exact parameterization is as follows: for each

U : N
+

" N� unitary, there is a self-adjoint operator TU with domain

D (TU ) = {%+ %
+

+ U%
+

| %, D (T), %
+

, N
+

} (3.2)

And the operator, of course, acts on the domain by

TU (%+ %
+

+ U%
+

) = T%+ i%
+

$ iU %
+

(3.3)

Let’s apply this method to the previous example. The eigenvalue equations

i
d%±

dx
= ±i%±

12That is, taking the closure of the operator’s graph in H⇥H.
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have solutions %± = e± x. Thus N
+

= {) ex | ) , C} and N� = {) e�x | ) , C}. Since

these spaces are one-dimensional, the unitary group is just the set of maps )
p

2p
e2�1

ex ("

*)
p

2ep
e2�1

e�x with |* | = 1. (We included normalization constants for ex and e�x, which are

calculated via the usual quantum mechanical norm
qR

f ⇤f , so that * has unit modulus.)

Therefore the domain of each T� , according to the theorem, is

D (T�) =

(
%+ )

0
2

0
e2 $ 1

ex + *)

0
2e

0
e2 $ 1

e�x | %, D (T), ) , C
)

(3.4)

Then for an arbitrary " , D (T�), " (0) = %(0) + )
p

2p
e2�1

e0 + *)
p

2ep
e2�1

e�0 = 0 + )
p

2p
e2�1

+

*)
p

2ep
e2�1

= )
p

2p
e2�1

(1 + * e), and " (1) = )
p

2p
e2�1

(e+ * ), so

����
" (1)
" (0)

���� =
����

e+ *
1 + * e

���� = 1

(The fact that
��� e+�

1+�e

��� = 1 is not obvious from a quick glance, but it can be shown easily

by splitting * into its real and imaginary parts.) Thus we can identify ( = e+�
1+�e from the

“by-hand” solution, and we get the same result.

The most important step in this type of calculation is to physically interpret the di↵erent

self-adjoint extensions. There is no ”correct” extension to pick; each corresponds to a

di↵erent physical scenario. In this case, the accepted interpretation is that |" (0)| = |" (1)|

must hold because we want the space translation operator U(y) = eiyT↵ , which acts on

" (x) by U(y)" (x) = " (x $ y), to be unitary: if it sends some probability out of [0, 1] in one

direction, probability must come out the other. Thus the two ends of the interval are in fact

connected, with an arbitrary but constant phase shift ( given by the choice of self-adjoint

extension.

3.3.1 Summary

In short, the method of self-adjoint extensions is a mathematical basis for choosing boundary

conditions, motivated by the nice physical properties that self-adjoint operators have. The

mechanics of the method work as follows:

1. Start with a preliminary domain D (T) that is very restrictive, requiring that any

elements of the domain and derivatives of all orders vanish at boundary points of
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D (T). Then the adjoint domain becomes essentially all of L 2, i.e. the set of all

normalizable solutions regardless of boundary behavior. (This can be verified by

examining boundary terms of (%, T" )$ (T%, " ), which must vanish due to restrictions

on " regardless of %.)

2. Find all L 2 solutions to the equations T⇤" = ±i " . Since T is at least hermitian, the

action of T⇤ is the same as that of T , so we are essentially solving T" = ±i " but

keeping any D (T⇤) = L 2 solution, not just those with proper boundary conditions for

T . The number n
+

of linearly independent solutions for +i and the number n� of

linearly independent solutions for $ i are the deficiency indices &n
+

, n�' .

3. If n
+

= n�, which it usually will for the problems we consider, choose orthonormal

bases for the solutions of T" = ±i " , and then the matrix representations of unitary

transformations relative to these bases will be unitary. Each n
+

. n
+

-dimensional

unitary matrix U corresponds to some self-adjoint extension TU .

4. The domain of TU is formally D (TU ) = {%+ %
+

+ U%
+

| %, D (T), %
+

, N
+

}. Since

%, D (T) must vanish at boundary points, we can find the boundary conditions for

this domain by examining the behavior of %
+

and U%
+

at boundary points.

5. The set of possible self-adjoint extensions can usually be physically interpreted as the

choice of some physical parameter, such as a bound state energy or phase shift.
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Chapter 4

The Algebra of Scale Symmetry

The definition of a scale-symmetric potential is motivated by the consequences of having

a scale-symmetric Hamiltonian. A re-scaling of the independent variable will come out of

the kinetic energy operator squared, by the chain rule: $ d2

d((1+�)x)

2 = $ 1

(1+�)

2
d2

dx2 . So if we

want a scaling factor to pop out of the entire Hamiltonian $ d2

dx2 +V , we need the potential

to behave in the same way under re-scaling.

DeÞnition 4.0.3. A potential V (x) is said to be scale symmetric if for any & , ($ 1, # ),

V ((1 + &)x) = 1

(1+�)

2 V (x).

We use 1 + & as the scaling factor so that & 1 0 represents a “small” scale change. Then if

we scale a Hamiltonian with a scale symmetric potential, we have H
(1+�)x = $ d2

d((1+�)x)

2 +

V ((1 + &)x) = $ 1

(1+�)

2
d2

dx2 + 1

(1+�)

2 V (x) = 1

(1+�)

2 Hx.

This definition is consistent with the notion of scaling a state in L 2, which one would

sensibly define as U�" (x) = 1p
1+�

" ((1+&)x) so that U� is unitary. From this alone we can

define how this scaling procedure should a↵ect an operator:

U�H " (x) = U�HU �1

� U�" (x) = H 0U�" (x) (4.1)

Since H is a mapping from vectors to vectors (as opposed to covectors), it transforms as

U�HU �1

� , hence the identification H 0 = U�HU �1

� . We can manipulate the far LHS to give

U�

✓
d2"
dx2

(x) + V (x)" (x)
◆

=
1

0
1 + &

✓
d2"
dx2

((1 + &)x) + V ((1 + &)x)" ((1 + &)x)
◆
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The parentheses after the second derivatives indicate evaluation. Note that U� acting on

H " does not scale the x variable in the second derivative, since it only scales the variable

at which we evaluate the function, once all di↵erentiation is over with. The far RHS of Eq.

4.1 is clearly 1p
1+�

H 0" ((1 + &)x). Observe that di↵erentiating " ((1 + &)x) with respect to

(1 + &)x gives the derivative of the original function with respect to x, so we can identify

H 0 =
d2

d((1 + &)x)2

+ V ((1 + &)x) =
1

(1 + &)2

H

Thus a Hamiltonian with a scale-symmetric potential has a scale factor pop out to the $ 2

power under a scaling transformation.

4.1 Continuum of Eigenstates

The most striking consequence of scale invariance is that the existence of any bound state

implies the existence of a bound state of arbitrary (negative) energy:

Hx" (x) = E" (x) =+ Hx" ((1+&)x) = (1+&)2H
(1+�)x" ((1+&)x) = (1+&)2E" ((1+&)x)

So then (1+&)2E is also an eigenvalue, which clearly can take on an arbitrary value of the

same sign as E by a choice of & [1]. So if we can find any negative energy that solves the

Schrödinger equation, then there must in fact exist a continuum of bound states. That is a

pathology that we do not accept, because it violates eigenstate orthogonality. The argument

is that for very small changes in the eigenvalue, the corresponding eigenvector changes in a

small way as well, such that their inner product must be approximately 1, and in particular

not 0. A continuum is allowed in the scattering sector because solutions need not vanish

at # , so for any small perturbation of the eigenvalue, the corresponding eigenfunction

has infinite space to deviate significantly from the old eigenfunction. For example, even

if k $ k0 2 1, we can still have
R1
�1 sin(kx) sin(k0x)dx = 0 since eventually sin(kx) and

sin(k0x) start to di↵er significantly. But in the bound-state sector, both eigenfunctions

must eventually be close to 0 and therefore close to each other.

This consequence gives us another way of thinking about scale invariance, through

the units of a coupling in V (x). Take, for example, V (x) = g/x 2, which is clearly scale
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symmetric. Setting ~ = 2m = 1 requires that E and V have units of [length]�2. Then

V (x) = g/x 2 implies that the coupling g is unitless, so the coupling cannot set an energy

scale. Any isolated bound-state energy would certainly vary with g, but g doesn’t have the

units necessary to non-arbitrarily define this energy.

There is a point of subtlety, however: the existence of arbitrary bound state energies

requires that the state " ((1 + &)x) is in the domain of the Hamiltonian. It is common

for an unbounded di↵erential operator to have a continuous spectrum, and it is enforcing

boundary conditions, i.e. choosing a subset of L 2 as the domain, that picks out a discrete

set of bound states. In some cases, there may be a unique & that puts " ((1 + &)x) in the

domain of the Hamiltonian.

4.2 Scale Invariance in Classical Mechanics

We have so far discussed scale symmetry in quantum mechanics. However, it is instructive to

look at scale symmetry in classical mechanics as well, for the anomaly is a loss of symmetry

upon quantizing a classical system. We will show that the 1/r 2 potential is scale symmetric

in classical mechanics, in just one dimension for simplicity.

To demonstrate that this property is unique for the 1/x 2 potential out of all power

potentials—which is more obvious in quantum mechanics than in classical mechanics—we

will consider how the Lagrangian L(x, ẋ, t ) = 1

2

mẋ2 $ 1

xn

for V = 1/x n scales under the

transformation x (" (1+&)x. Time must be scaled by some factor as well, which we’ll write

as (1 + &)l.

L
h
(1 + &)x, (1 + &)1�lẋ, (1 + &)lt

i
=

1

2
m

(1 + &)2

(1 + &)2l
ẋ2 $

1

(1 + &)n
1

xn

=
1

(1 + &)n

✓
1

2
m
(1 + &)2+n

(1 + &)2l
ẋ2 $

1

xn

◆

For the 1

(1+�)

n

factor to pop out of the original Lagrangian, we require (1 + &)2+n =

(1 + &)2l *+ 2 + n = 2l . For this transformation to represent a symmetry of the theory,

the action must remain invariant. So the scale factor that pops out of the Lagrangian must
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cancel with the Jacobian of the action integral S =
R
L(x, ẋ, t )dt.

Z
L
h
(1 + &)x, (1 + &)1�lẋ, (1 + &)mt

i
(1 + &)ldt =

Z
1

(1 + &)n
L(x, ẋ, t )(1 + &)ldt

which equals S if and only if l = n. Combining with the 2 + n = 2l requirement yields

n = l = 2.

So for the 1/x 2 potential, there exists a way of separately rescaling space and time such

that the action is unchanged. We set equal to zero the generator of the transformation of

the action integrand Ldt to find the corresponding Noether current.

0 =

⇢
d

d&
(1 + &)2L


(1 + &)x,

1

1 + &
ẋ, (1 + &)2t

��

�=0

= 2L+
$L
$x

x $
$L
$ẋ

ẋ

There is no explicit time-dependence in the Lagrangian; the time argument was included

as a reminder that rescaling time a↵ects ẋ. Assuming the equations of motion hold and

writing p = @L
@ẋ , we have

0 = 2L+ ṗx $ pẋ = 2L $ 2pẋ + ṗx + pẋ = $ 2H+
d
dt
(px) =

d
dt

($ 2tH + px)

since the Hamiltonian is conserved with a time-invariant potential. Thus we can identify a

conserved quantity

D =
1

2
px $ tH (4.2)

It is then clear that {D, H } = H , which will become interesting when looking at the

quantum version of this system.

There is another hidden symmetry of this potential, however. Consider the transforma-

tion

x ("
x

1 + ct
, t ("

t
1 + ct

Applying this to the action, we get
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S0 =

Z
2

64
1

2
m

0

@
d
⇣

x
1+ct

⌘

d
⇣

t
1+ct

⌘

1

A
2

$
1

⇣
x

1+ct

⌘
2

3

75 d

✓
t

1 + ct

◆

=

Z 
1

2
m (ẋ(1 + ct) $ cx)2 $

(1 + ct)2

x2

�
1

(1 + ct)2

dt

=

Z ✓
1

2
mẋ2 $

1

x2

◆
dt +

Z
1

2
m
✓

$
2cẋx
1 + ct

+
c2x2

(1 + ct)2

◆
dt

= S +
1

2
m


$ cx2

1 + ct

�t2

t1

Since the Lagrangian varies by a total time derivative, we can still use Noether’s theorem

to find a conserved quantity. The generator of this term with respect to c is $ 1

2

mx 2, and

so equating the time derivative of this term to the variation of Ldt , we get

d
dt

✓
$
1

2
mx 2

◆
=


d
dc

1

(1 + ct)2

L
✓

x
1 + ct

, ẋ(1 + ct) $ cx
◆�

c=0

=


$ 2tL

(1 + ct)3

+
1

(1 + ct)2

✓
$L
$x

✓
$ xt

(1 + ct)2

◆
+

$L
$ẋ

(ẋt $ x)
◆�

c=0

= $ 2tL $ ṗxt + pẋt $ px = $ 2t(pẋ $ H ) $ ṗxt + pẋt $ px

= $ t(pẋ + ṗx) $ px + 2tH = $ t
d
dt
(px) $ px + 2tH =

d
dt
($ pxt) + 2tH

=
d
dt

�
$ pxt + t2H

�
=

d
dt

�
$ 2tD $ t2H

�

=+ 0 =
d
dt

✓
1

2
mx 2 $ 2tD $ t2H

◆
=

dK
dt

where we have defined K as the conserved quantity corresponding to conformal transfor-

mations. Although we used the 1/x 2 potential in this derivation, it would work for any

scale-symmetric potential: we only needed the property that V (qx) = 1

q2 V (x) for any q

constant with respect to x, even if it includes time-dependence.

4.3 Scale Invariance in Quantum Mechanics

The conserved phase-space functions H , D , and K from classical mechanics can be “pro-

moted” to quantum mechanical operators via canonical quantization (modulo multiplication

ordering), and assuming the Ehrenfest Theorem holds (see Chapter 2), the average values of
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these observables are still conserved in quantum mechanics. But we can in fact derive these

operators within the framework of quantum mechanics by assuming scale invariance. We

present the same calculation as Gopalakrishnan in Ref. [1] but with some minor corrections.

Recall that a scale transformation acts on a wave function by U�" (x) = 1p
1+�

" ((1 + &)x).

Assuming we can Taylor expand the operator, write

U� = 1 $ iS&+O(&2) (4.3)

for some operator S, which we can identify as the generator of scale transformations. Dif-

ferentiating U�" (x) with respect to & and evaluating at 0 allows us to find $ iS :

$ iS" (x) =


$ 1

2(1 + &)3/2

" ((1 + &)x) +
1

0
1 + &

" 0((1 + &)x)x
�

�=0

= $
1

2
" (x) + x" 0(x) =

✓
$
1

2
+ ixp

◆
" (x)

=+ S = $
i
2

$ xp

Gopalakrishnan gets S = 1 + xp, which di↵ers from our answer by a constant, but such

a constant vanishes when taking commutators and/or time derivatives. We commute this

operator with the Hamiltonian to see under what conditions the action of dilatation is a

symmetry.

[S, H ] =
⇥
xp, p2 + V

⇤
=
⇥
x, p2

⇤
p+ x [p, V ] = 2ip2 $ ixV 0

We’re stuck here unless we can use the scale invariance of V to further manipulate this

expression for the commutator. Di↵erentiating the relationship

V ((1 + &)x) =
1

(1 + &)2

V (x)

with respect to & and examining the special case & = 0 shows that $ 2V = xV 0 for scale-

invariant potentials. Then
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[S, H ] = 2i
�
p2 + V

�
= 2iH

Using scale invariance does not get us to [S, H ] = 0, but the commutator is proportional to

the Hamiltonian, which in particular is constant in time and commutes with H . Then we

can make a slight modification to S to create a conserved operator

D =
1

2
S $ tH (4.4)

by adding an explicit time-dependence that cancels out the $ i &[S, H ]' term in the Ehrenfest

theorem. Up to multiplication ordering and addition of constants, this operator is equivalent

to the classical D = 1

2

px $ tH we derived earlier.

As for the quantum mechanical K , Gopalakrishnan demonstrates a curious inconsis-

tency. It is easy to show that the obvious promotion of K to a quantum mechanical operator

is conserved (since the Ehrenfest Theorem explicitly ensures it), but it is not related to the

generator of quantum mechanical conformal transformations

" (x) (" (1 + cx)"
✓

1

1 + cx

◆

Of course, to define a conformal transformation, which is inherently time-dependent, to a

solution of the time-independent Schrödinger equation is di�cult, and this must not be the

correct way to do so.

4.4 SO(2,1) Algebra

These three operators H , D , and K close under commutation in quantum mechanics—and

therefore close under Poisson brackets in classical mechanics as well by the canonical cor-

respondence. The commutation relations, from Ref. [44], are as follows

[D, H ] = $ iH

[K, H ] = $ 2iD

[D, K ] = iK
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which, via some simple recombinations shown in Ref. [1], demonstrate that this Lie algebra

is isomorphic to SO(2, 1), the algebra of generators for the 2+1-dimensional Lorentz group.

(This does not necessarily imply a connection to relativity, however; we are merely defining

what SO(2, 1) means.)

Although finding a bound state is the simplest way to demonstrate the breaking of scale

symmetry, another popular characterization of the anomaly is through the “breaking” of

the SO(2, 1) algebra that generates the symmetry. One way to break the symmetry algebra

is to find a non-vanishing time dependence in one of the expectation values [44]; we use this

approach in examining the possibility of a “classical anomaly” in Chapter 6. Another way

is to show that the commutator structure breaks down after renormalization or choosing a

self-adjoint extension, as Gopalakrishnan does in [1].
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Chapter 5

The 1/r 2 Potential

The 1/r 2 potential is already an accepted example of the quantum mechanical anomaly

in the literature [30]. Following the treatment in [1], we use the techniques outlined in

Chapter 3 to derive a self-adjoint boundary condition for solutions to the Schrödinger equa-

tion for this potential on R3 \ {0}. The potential is still scale symmetric in any number

of dimensions (unlike the ! potential), but we work in three dimensions both because of

some nice mathematical simplifications and because it is commonly encountered in physical

applications.

5.1 Solving the Schr¬odinger Equation

The l = 0 channel radial equation for the g/r 2 potential, with the usual substitution of

u = r " , becomes

$ u00 +
g
r 2

u = $ k2u (5.1)

where we write the eigenvalue as $ k2 to look for bound, rather than scattering, states.

For convenience later, let’s parameterize the coupling as +(+ + 1) = g and denote either

modified Bessel function I ⇣+1/2

, K ⇣+1/2

as Z⇣+1/2

. We see by substitution into Eq. 5.1 that

u(r ) =
0

rZ ⇣+1/2

(kr ) is an eigenstate:
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$
d2

dr2

�0
rZ ⇣+1/2

(kr )
�
+
⇣ g

r 2

+ k2

⌘ 0
rZ ⇣+1/2

(kr )

= $

$

1

4r 3/2

Z⇣+1/2

(kr ) +
k

0
r

Z 0
⇣+1/2

(kr ) + k2

0
rZ 00

⇣+1/2

(kr )
�
+
⇣ g

r 2

+ k2

⌘ 0
rZ ⇣+1/2

(kr )

= $
0

r

k2Z 00

⇣+1/2

(kr ) +
k
r

Z 0
⇣+1/2

(kr ) +
✓

$ k2 $
g+ 1/ 4

r 2

◆
Z⇣+1/2

(kr )
�

= $ r�3/2

h
r 2k2Z 00

⇣+1/2

(kr ) + krZ 0
⇣+1/2

(kr ) $
�
k2r 2 + (g+ 1/ 4)

�
Z⇣+1/2

(kr )
i

= $ r�3/2


r 2

d2

dr2

Z⇣+1/2

(kr ) + r
d
dr

Z⇣+1/2

(kr ) $
�
k2r 2 + (g+ 1/ 4)

�
Z⇣+1/2

(kr )
�

= $ r�3/2(0) = 0

We have used the fact that the quantity in brackets is the modified Bessel equation, solved

by Z⇣+1/2

(kr ) since ++ 1/ 2 = ±
p

g+ 1/ 4.

The leading behavior of I ↵(z) is I ↵(z) 1 1p
2⇡z

ez for large z regardless of ( [12]. Thus

I ⇣+1/2

blows up at # and so is not in L 2, no matter how it behaves at the origin. However,

it is possible for
0

rK ⇣+1/2

(kr ) to stay square-integrable at both 0 and # , depending on

the value of +. The leading-order behavior of this modified Bessel function is K ↵(z) 1

1

2

�(( )(1

2

z)�↵, so the radial probability density

|" |2r 2 = |u/r |2r 2 = |u|2 =
��0 rK ⇣+1/2

(kr )
��2 3 r (kr )�2(⇣+1/2) = k�2⇣�1r�2⇣

can be integrated at the origin if and only if + < 1/ 2. For large arguments, K ↵(z) 1
p

⇡
2ze�z,

and so if k > 0,
0

rK ⇣+1/2

(kr ) is always square-integrable at # .

It is easier to break this problem up into two cases: the “weak regime” |+| < 1/ 2 and

the “strongly repulsive regime” + 4 1/ 2. (We set aside the third case + < $ 1/ 2 for now.)

The strongly repulsive regime is fairly trivial. There are no square-integrable solutions to

the Schrödinger equation, and so there is no bound state, as we would expect from the scale

invariance of the potential. In the bound-state sector, the most basic requirement for a valid

solution is that the state be in L 2, and any self-adjoint extension will still be contained in

L 2; thus no self-adjoint extension can force a bound state on the problem.
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The weak regime is the more interesting case and illustrates some subtle issues related to

domains. Once + dips below 1/ 2, our solution suddenly becomes square integrable for every

k. This often happens in quantum mechanics, and boundary conditions narrow the solution

set down to a discrete set of k. Applying boundary conditions within L 2 is equivalent to

specifying a domain, and we have to specify a domain such that H is self-adjoint.

We also want to study the attractive potential, that is, the g < 0 case. Combined with

the weak-regime restriction on +, that requires $ 1/ 4 < g < 0.

5.2 Self-Adjoint Extensions

We can think of Eq. 5.1 as an eigenvalue equation for the operator T = $ d2

dr2 + g
r2 , so

finding boundary conditions for the problem is equivalent to finding a domain D (T) for T .

We start with the usual preliminary domain that requires 0 = u(0) = u0(0) = . . ., ensuring

that the adjoint domain D (T⇤) contains any possible solution to T u = &u. Then we solve

the deficiency-index equations, which e↵ectively amounts to setting $ k2 = ±iµ 2 in Eq. 5.1,

where µ > 0 is an arbitrary parameter with dimensions of inverse length, which is necessary

since T has units of inverse length squared.

A linearly independent pair of solutions for the ±i -equation is
0

rI ⇣+1/2

(
0
±iµr ) and

0
rK ⇣+1/2

(
0
±iµr ). But recall the asymptotic expansions I ⇣+1/2

(z) 1 1p
2⇡z

ez and K ⇣+1/2

1
p

⇡
2ze�z, which are valid for any complex z. The principal values of both

0
i and

0
$ i have

positive real parts, so in each case we throw out
0

rI ⇣+1/2

(
0
±iµr ) and keep K ⇣+1/2

�0
±iµr

�
.

The latter is well-behaved at 0 because we’re still working in the case |+| < 1/ 2. Thus we

have deficiency indices of &1, 1' .

Since
0

rK ⇣+1/2

(
0

iµr ) and
0

rK ⇣+1/2

(
0

$ iµr ) each have the same norm, a unitary

transformation from N
+

to N� using these functions as basis vectors can be represented

by a unit-modulus complex number ei✓. By the main theorem from Chapter 3, then, the

self-adjoint domain corresponding to ei✓ contains all functions of the form

u(r ) = %(r ) + )
h0

rK ⇣+1/2

(ei⇡/4µr ) + ei✓
0

rK ⇣+1/2

(e�i⇡/4µr )
i

(5.2)

where %is in the original domain (and therefore vanishes at the origin), and ) is an arbitrary
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complex coe�cient. Then, following Ref. [1], we expand  for small r , so %disappears and

we once again use small-argument behaviors of the modified Bessel functions to derive our

self-adjoint boundary condition

u(r ) 1 )
0

r
⇣
2⇣�1/2�(++ 1/ 2)ei⇡/4(�⇣�1/2)(µr )�⇣�1/2 + ei✓2⇣�1/2�(++ 1/ 2)e�i⇡/4(�⇣�1/2)(µr )�⇣�1/2

⌘

= )
�(++ 1/ 2)

0
2

1
0

µ

⇣µr
2

⌘�⇣ ⇣
e�i⇡(⇣/4+1/8) + ei✓+i⇡(⇣/4+1/8)

⌘

It is tempting to try to match up this behavior with the small-r behavior of a bound state
0

rK ⇣+1/2

(kr ). Then we would compare coe�cients to identify the energy kbs of the the

bound state that gets added in by this particular self-adjoint extension corresponding to , ,

as is done in Section 6.3 with the 2D ! . The problem is that all domains are vector spaces,

which means they are closed under scalar multiplication (hence the arbitrary ) in front of

everything). So in fact, as we have written it here, every possible bound-state energy gets

added in, giving the undesired continuum of negative-energy bound states. (This works

for the 2D ! because the small-r behavior is logarithmic. Then rescaling r causes us to

add, rather than multiply, a constant, so not every possible bound state is necessarily in a

self-adjoint extension.) This treatment from Gopalakrishnan, therefore, is flawed.

It turns out that we want to look at a di↵erent characterization of the leading behavior

of these functions. Refs. [33] and [39] get the result we desire in the $ 1/ 4 < g < 0 regime

via the approximation

K i↵(z) 3 sin

✓
( log

✓
1

2
x
◆

$ arg�(1 + i ( )
◆

(5.3)

Then, using a combination of the deficiency-indices technique and the simple “by-hand”

approach to finding self-adjoint extensions, Ref. [33] finds that in this regime there is a

unique bound state with energy given by

kbs =
2

x
0

(5.4)

in terms of a dimensioned self-adjoint-extension parameter x
0

with dimensions inherited

from µ. We have not seen Gopalakrishnan’s treatment elsewhere in the literature, and it is
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unclear exactly what goes wrong. But the focus of this thesis is not the 1/r 2 potential; it

is primarily the point interactions ! and ! 0. We present this result mostly because it is an

interesting example in light of the discussion in Chapters 1, 2 and 4. The scale symmetry

isn’t broken by a regularization procedure or by a failure of the Ehrenfest theorem, but

rather by being forced to choose a particular self-adjoint extension, which only contains one

bound state. So the continuum promised by the scale invariance in Chapter 4 exists in L 2,

but not in any one self-adjoint extension.
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Chapter 6

The 2D ! Potential

The 2D ! interaction V (x, y) = $ g! (x, y) is another scale-invariant potential, as can be seen

by the action of ! (x, y) on a test function f (x, y) when everything is scaled by q = 1 + &:

ZZ

[�✏,✏]2
f (x, y)! (qx, qy)dxdy =

ZZ

[�q✏,q✏]2
f (u/q, v/q )! (u, v)

1

q2

dudv

=
1

q2

ZZ

[�q✏,q✏]2
f (u/q, v/q )! (u, v)dudv =

1

q2

f (0, 0)

=
1

q2

ZZ

[�✏,✏]2
f (x, y)! (x, y)dxdy

=

ZZ

[�✏,✏]2
f (x, y)

1

q2

! (x, y)dxdy

Then we can identify ! (qx, qy) = 1

q2 ! (x, y). From this scale invariance, we should expect to

either see a continuum of states, an infinite-energy bound state, or no bound state at all.

But it is not straightforward to solve the Schrödinger equation with this potential, for

the ! function is defined by its behavior inside an integral, but solving a di↵erential equation

does not involve integration directly. There are a number of di↵erent ways of defining how

the ! function behaves in a di↵erential operator.

6.1 Position-Space Regularization

Following Gopalakrishnan’s treatment in Ref. [1], we model the 2D ! potential as a limit

of finite wells Vg,a = $ g, (a $ r ), where , (·) is the Heaviside step function. (Unfortunately
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the letter , will also be used as the angular variable.) We take ga2 constant in the limit so

that limg!1,a!0

R
Vg,adA = 1, just like the actual ! function.

In two-dimensional quantum mechanics with a circularly symmetric potential, we can

rewrite the Schrödinger equation for " (r, , ) = R(r )⇥(, ) with energy ±k2 as two separate

equations, one for the radial part R(r ) and one for the angular part ⇥(, ).

r 2

d2R
dr2

+ r
dR
dr

+
⇥
(±k2 $ V )r 2 $ m2

⇤
R = 0 (6.1)

d2⇥

d, 2

+ m2⇥ = 0 (6.2)

An angular momentum quantum number m appears, which must be an integer for ⇥ to

be single-valued. We choose +k2 to solve the scattering problem, and $ k2 to solve the

bound-state problem. If V is a constant potential—and it will be piecewise constant in the

finite well problem—Eq. 6.1 reduces to the Bessel equation of order m when ±k2 $ V 4 0

and the modified Bessel equation of order m when ±k2 $ V ) 0. We use the Bessel and

Neumann functions of order m, denoted Jm(qr) and Ym(qr) respectively, as our linearly

independent pair of solutions to the Bessel equation, and the modified Bessel functions

K m(qr) and I m(qr) as our pair for the modified Bessel equation, where q2 = | ± k2 $ V |.

Here we can set m = 0, for in the bound-state problem, our primary concern is a ground

state, and in the scattering problem, energy-dependence in the phase shift of the m = 0

channel is su�cient to break scale symmetry. Then ⇥ is a linear function, but any nonzero

slope would result in a discontinuity at 2- , so in fact ⇥ is constant.

Let’s start with the bound-state problem and accordingly use $ k2 as our energy, which

must be greater than the well depth $ g. In the interior of the finite well, we solve Bessel’s

equation since $ k2 > $ g =+ $ k2 $ ($ g) > 0, so J
0

(qr) and Y
0

(qr) are our solutions,

though only J
0

(qr) is regular near 0. Outside the well, we solve the modified Bessel equation,

and the normalizable solution is K
0

(kr ). We have two boundary conditions at a, the usual

requirements of continuity and di↵erentiability:

AJ
0

(qa) = BK
0

(ka) , AqJ 0
0

(qa) = BkK 0
0

(ka) (6.3)
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Figure 6.1: Plots of the LHS (blue) and RHS (red) of Eq. 6.4 as a function of k for di↵erent
values of a and g = 1

⇡a2 . As a " 0, the bound-state energy k, the intersection point of the
two curves, clearly blows up.

Dividing the second boundary condition by the first yields a transcendental equation for k:

q
J 0

0

(qa)
J

0

(qa)
= k

K 0
0

(ka)
K

0

(ka)
(6.4)

Since we don’t know how k behaves in the limit with ga2 constant, we can’t make any

small-argument approximations with the Bessel functions and so are forced to solve this

numerically. Doing so in Mathematica demonstrates very clearly that the bound state

energy blows up in the ga2 limit, so the 2D ! potential does not have a finite-energy bound

state.

But let’s suppose there were a bound state, and give it a bound state energy k = kbs.

Then since k is constant, clearly ka becomes small in the a " 0, g " # limit. Let’s also
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force qato be small by changing our mind about the limiting procedure and having ga2 " 0,

so qa= a
p

$ k2 + g =
p

$ k2a2 + ga2 " 0. Then expanding out J
0

, J 0
0

, K
0

, and K 0
0

to first

order, we have [12]

q
($ qa/2)

(1)
= k

($ 1/ka )

$ log(ka)

which simplifies to

2

log(ka)
= $ q2a2 = $ ($ k2 + g)a2 1 $ ga2

since $ k2 is constant and g " # . Solving for k yields

kbs =
1

a
e�2/ga2

(6.5)

We can also find the scattering phase shift between incoming and scattered plane waves

with positive energy k2. Lapidus in Ref. [34] determines the scattering phase shift in the

l = 0 channel for the finite well to be

tan(%) =
kJ 0

0

(ka)J
0

(qa) $ qJ0
0

(qa)J
0

(ka)
kN 0

0

(ka)J
0

(qa) $ qJ0
0

(qa)N
0

(ka)
(6.6)

Still taking qa and ka to be small, we can plug in small-argument behavior for the Bessel

functions, and we get

tan(%) =
$ -

2 log(kbs/k )
(6.7)

which is another hallmark of broken scale invariance: energy dependence in the phase

shift. Without a dimensional parameter like kbs, there would be no way for k to a↵ect the

dimensionless phase shift, as there must be a way for its dimensions to be cancelled out.

Recall that to find the bound state energy we had to change the regularization limit.

We can now find exactly how quickly g must go to # relative to a for there to be a bound

state by rearranging Eq. 6.5.

g 3
1

a2 log
⇣

1

k
bs

a

⌘
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So g goes to # a little bit more slowly than in the original plan g 3 1/a 2. The traditional

interpretation (seen in Refs. [1], [2], and [8]) views the emergence of this bound-state energy

as an anomaly, because it violates the properties of scale-invariant potentials presented

in Chapter 4, in particular having one finite-energy bound state without also having a

continuum of negative eigenvalues. The process of changing the limiting procedure is termed

“renormalization,” an essential tool in the subject of quantum field theory, which is rife with

unwanted infinities.

The renormalization process in normal quantum mechanics can be motivated similarly.

Using the ! function as our potential posits the patently absurd assumption that for every

length in meters . > 0 (including fractions of the Planck length), the probability density

decays as a particle in free space, until something special happens right at the origin.

Realistically, any situation that we might want to model as a ! potential would actually be a

very deep, very thin finite well with weird stu↵ happening at the cuto↵ scale that our existing

physical theories cannot probe. Choosing a cuto↵, a mostly mathematical consideration, is

equivalent to choosing a bound-state energy, a physical observable. Ultimately, then, the

process of renormalization can be thought of as turning mathematical limitations of a theory

into measurable physical parameters. From this point of view, the seemingly questionable

practice of changing our potential in the middle of the problem is a reasonable thing to do

on physical grounds.

But how that factors into our interpretation of the scale-symmetry breaking as an

anomaly is a separate question. To say that this emergence of a bound state is anomalous

is to blame the transition from classical to quantum mechanics for the symmetry breaking.

This brings us back to the question we raised in the introduction: is an anomaly, by defi-

nition, a symmetry broken by regularization, or is it a symmetry broken by quantization à

la Esteve or Fujikawa?

Another interpretation is that we have changed the potential from the ! potential to

some other singular potential. As a functional, the ! potential can be said to behave as

follows in an integral with a su�ciently well-behaved test function f :
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Z
f (r )! (r )d2#r =

(
c limr!0

f (r ) = c

±# limr!0

f (r ) = ±#
(6.8)

We have taken f to be a circularly symmetric function f (r ) to simplify the mathemat-

ics—which is fine because we only deal with circularly symmetric wave functions in this

chapter. We can show that the regularization of the ! potential Vg,a = g, (a$ r ) reproduces

the behavior of the ! function as a functional. (Note that we dropped the minus sign to

simplify things. When we go back to quantum mechanics and want the attractive ! poten-

tial, we can put it back in.) We put Vg,a next to f (r ) in an integral and take the a " 0

limit outside the integral sign with g = 1

⇡a2 :

Z
f (r )! (r )d2#r = 2- lim

a!0

Z 1

0

f (r )
1

- a2

, (a $ r )rdr = 2 lim
a!0

1

a2

Z a

0

f (r )rdr

= 2 lim
a!0

1

a

R a
0

f (r )rdr
a

By the fundamental theorem of calculus, 1

a

R a
0

f (r )rdr " f (0)(0) = 0. Thus we can use

l’Hospital’s rule (and the FTC again) to show that

2 lim
a!0

1

a

R a
0

f (r )rdr
a

= 2 lim
a!0

�1

a2

R a
0

f (r )rdr + 1

a f (a)a

1
= 2 lim

a!0

$ 1

a2

Z a

0

f (r )rdr + 2 lim
a!0

f (a)

The left-hand limit is the same limit that appeared a few equal signs ago but with a minus

sign, so we can move it over to the other side of the equation and divide by 2. The result is

Z
f (r )! (r )d2#r = 2 lim

a!0

1

a2

Z a

0

f (r )rdr = lim
a!0

f (a)

Of course, this can be evaluated to f (0) if f is continuous, which we might as well assume

since we needed that assumption along the way in using the FTC. It is not worth the space

to prove it, but it should be fairly obvious that if f " ±# , then the ! function returns

±# .

By changing the limiting procedure for the ! regularization from g = 1

⇡a2 to g =

2

a2
log(1/ka)

, we’ve obviously changed the nature of the ! functional. Let’s call the new

functional !̃ . Then I claim
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Z
f (r )!̃ (r )d2#r =

8
><

>:

0 limr!0

f (r ) , R
2- B f 1 B log(1/r ) for small r

# f " ±# faster than log(1/r )

(6.9)

The proof goes similarly to the one for the original ! functional. We’ll show that !̃ returns

B if f goes as B log(1/r ), since the other two cases are fairly obvious. We use the FTC and

l’Hospital’s rule in similar ways:

Z
f (r )!̃ (r )d2#r = 4- lim

a!0

1

a2 log(1/ka )

Z a

0

f (r )rdr = 4- lim
a!0

1

a

R a
0

f (r )rdr
a log(1/ka )

= 4- lim
a!0

�1

a2

R a
0

f (r )rdr + 1

a f (a)a

log(1/ka ) $ 1
= 4- lim

a!0

�1

a2

R a
0

f (r )rdr + 1

a f (a)a

log(1/ka )

= 2- lim
a!0

f (a)
log(1/a )

The k = kbs drops out because log(1/ka ) = log(1/a ) + log(1/k ). We are being sloppy by

putting dimensional quantities in logarithms, but this can always be fixed by sneaking in

an arbitrarily dimensioned parameter with a value of 1.

This new potential is not scale invariant, since it requires a dimensional quantity k =

kbs to even make sense. This characterization of the renormalization process—that we

are changing the potential itself to something explicitly not scale invariant—will become

relevant when we look at the momentum-space approach to this problem, which uses the

functional interpretation of the ! potential more explicitly.

6.2 Momentum-Space Regularization

In this approach, we avoid having to “re-define” the ! function as a limit of regularizing

wells. We can use its original definition in terms of its action in an integral. The 2D !

potential is both singular and scale symmetric, and both of those properties bring about

complications in the momentum-space approach. Thus we’ll take a brief tangent to illustrate

the e�cacy of this method with a merely singular potential, the 1D ! .
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6.2.1 1D ! Potential

Our potential is V (x) = $ g! (x). We start by taking the Fourier transform of the Schrödinger

equation, with E = $ k2 to look for a bound state. We denote the momentum-space wave

function as %(p) and the position-space wave function as " (x). Integrals in this subsection

are assumed to go from $# to # .

p2%(p) $ g
Z

e�ipx! (x)" (x)dx = $ k2%(p)

The ! function makes the integral easy to evaluate, and a little bit of rearranging gives

%(p) =
g" (0)

p2 + k2

Taking the inverse Fourier transform brings us back to " (x) in terms of a p-space integral.

" (x) =
g" (0)
2-

Z
eipx

p2 + k2

dp (6.10)

Demanding consistency of " (0) gives us our energy-quantization condition:

" (0) =
g" (0)
2-

Z
1

p2 + k2

dp =
g" (0)
2-

⇣ -
k

⌘
=

g" (0)
2k

We can’t have " (0) = 0 since a free-space solution with negative energy decays outside the

origin, so we must have k = g/2, or E = $ g2/ 4. To find the ground-state wave function,

we can solve the integral in Eq. 6.10 via contour methods. We present the details because

they illustrate how the discontinuity in the derivative of " (x) in the ! potential arises in the

momentum-space approach. We start with the case x > 0 and draw a semi-circular contour

in the upper half of the complex p-plane, depicted in Fig. 6.2.

The contour integral for any R is 2- i e
i( ik)x

2ik = ⇡
ke�kx by the Cauchy Integral Formula

since only the pole at ik is enclosed. Since x > 0, the hypotheses of Jordan’s Lemma (see

Ref. [11]) apply to this integral and thus the semi-circular part of the integral vanishes as

R " # , leaving

" (x) =
g" (0)
2-

Z 1

�1

eipx

p2 + k2

dp =
g" (0)
2-

lim
R!1

Z R

�R

eipx

p2 + k2

dp =
g" (0)
2-

⇣ -
k

e�kx
⌘
= " (0)e�kx
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Figure 6.2: Contour for solving the integral expression for " (x).

This method only worked for x > 0. To find " (x) for negative arguments, let x remain

positive and plug $ x into " . Then

" ($ x) =
g" (0)
2-

Z 1

�1

eip(�x)

p2 + k2

dp =
g" (0)
2-

Z �1

1

$ ei(�p)x

($ p)2 + k2

d($ p)

=
g" (0)
2-

Z 1

�1

ei(�p)x

($ p)2 + k2

d($ p) = " (x)

So swapping x for $ x e↵ectively amounts to changing the dummy variable label from p to

$ p. Thus the function is even, and we can write it for all x as

" (x) = " (0)e�k|x|

" (0) is chosen to be k/ 2 so that " is normalized.

This is a wonderful example, because it shows how the non-smooth behavior of the !

potential’s bound state can arise naturally from a sharp corner in a parameterized path

integral. As x switches from positive to negative, we must draw a contour in the lower
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half-plane instead of the upper half-plane to get the semi-circular integral to vanish. We

are then enclosing a di↵erent pole, and so the derivative of " changes sharply. The result

we get from this approach is exactly the same as we would get from a limit of finite wells

or from directly integrating the Schrödinger equation to derive the discontinuity in the first

derivative.

When we apply this same approach to scale-symmetric potentials, the result will not

be as pretty, naturally: we’re trying to find a bound state that shouldn’t exist. But it

is comforting to know that it is in fact the scale symmetry causing problems, not the

singularity of the potential.

Before we move on to the 2D ! , let us also solve the scattering problem in the 1D !

using this method. We start with the Schrödinger equation but substitute $ k2 for k2 to

look for positive-energy eigenstates. The first few steps are almost identical with a minus

sign in front of k2, so we skip ahead to taking the inverse Fourier transform. (Compare

with Eq. 6.10.) We also add in an “incoming wave” eikx to give a reference for the phase

shift we eventually calculate.

" (x) = eikx +
g" (0)
2-

Z
eipx

p2 $ k2

dp (6.11)

As written, the integral should blow up due to the simple poles at k and $ k along the

contour of integration (the real line). We perform a very innocent “regularization” of sorts

to correct for the problem, which amounts to nothing more than taking the principal value

of the integral. Technically speaking, the integrand is not Lebesgue integrable since in

particular the positive real part, max{Re[ eipx

p2�k2 ], 0}, has an infinite integral. However, the

negative real part also blows up in a way that perfectly “cancels” the positive part, and

similarly for the imaginary parts, so we simply choose to allow this cancellation to happen.

There are a number of ways to do this, such as drawing a contour in the complex p-plane

that just skirts the poles, but it turns out the easiest method is to move the poles themselves

[52].

We do have some choice, however, over how we move the poles. For x > 0, we must

draw a contour in the upper-half plane to satisfy the hypotheses of Jordan’s Lemma, and
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Figure 6.3: Contour for the scattering problem, with the poles very close to, but not on,
the real axis.

so our choice amounts to whether we move one pole, the other pole, both, or neither inside

the contour. On physical grounds, it turns out we want to move only the positive pole k

inside the contour so that we get an out-going (scattered) wave. (One can also recognize

this integral as the Green’s function for the 1D Schrödinger equation, and we are choosing

the retarded version [52].) To achieve this, we alter Eq. 6.11 by adding in $ i . to the

denominator for 0 < . 2 1.

" (x) = eikx +
g" (0)
2-

Z
eipx

p2 $ k2 $ i .
dp

Using Cauchy’s integral formula, then, gives

" (x) = eikx + i
g" (0)

2
0

k2 + i .
ei
p
k2

+i✏x " eikx + i
g" (0)
2k

eikx as . " 0

Recall, however, that the semi-circular part of the contour only vanishes for x > 0. As

before, we can find " for negative x by the same simple argument that " is even. The

minus sign on k2 and extra i . do not change the invariance of the integral under the change
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of variables p (" $ p, which is equivalent to x (" $ x in this case. So for all x,

" (x) = eikx + i
g" (0)
2k

eik|x| (6.12)

We can find " (0) by demanding consistency of Eq. 6.12. Some simple algebra gives

" (0) =
1

1 $ i g
2k

allowing us to compute the phase shift. Unpacking Eq. 6.12 into a piecewise formula

for " (x), we see that the incoming wave from the left has an amplitude of 1, while the

transmitted wave to the right has an amplitude of 1 + i g (0)

2k = " (0) = (1 $ i g
2k )

�1, giving

a phase shift of

tan(, ) =
g
2k

=
kbs
k

(6.13)

where kbs is related to the bound-state energy we found previously. This result is identical

to the phase shift we would find by directly integrating the Schrödinger equation with a !

potential for E = k2 and allowing the non-normalizable solutions eikx, e�ikx.

We present this calculation because it is a useful foil to the same approach for scale-

invariant potentials. We see how the unusual wavefunction behavior brought about by

the singularity of the potential elegantly arises from the complex analysis required in this

approach. We have to make some seemingly questionable decisions, such as skirting the

poles in the contour integration to get rid of an unwanted infinity, but in the end we recover

the same answer as we’d get from a simpler approach. It will be useful to know which

infinities are inherently a part of the momentum-space approach, and which infinities are a

consequence of scale invariance.

6.2.2 2D ! Potential

Not surprisingly, we approach the bound-state problem in the same way as we did before

but in two dimensions. Now position and momentum are vectors #x and #p. The zero vector

is written as 0 instead of #0 to keep the equations somewhat readable.
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$ 5 2" (#x) $ g! (#x)" (#x) = $ k2" (#x) =+ p2%(#p) $ g
Z

" (#x)e�i~pá~x! (#x)d#x = $ k2%(#p)

=+ p2%(#p) $ g" (0) = $ k2%(#p)

=+ %(#p) =
g" (0)

p2 + k2

Taking the 2D inverse Fourier transform gives us our wave function " (#x). We go ahead and

write the integral in 2D polar coordinates of the px-py plane, with p =
q

p2

x + p2

y.

" (#x) =
g" (0)
(2- )2

ZZ
pei~pá~x

p2 + k2

dpd, (6.14)

To find the bound-state wave function requires solving that tricky integral, but to merely

quantize the energy requires only demanding consistency of " (0). Doing so gives

" (0) =
g" (0)
(2- )2

ZZ
p

p2 + k2

dpd, =
g" (0)
4-

⇥
log |p2 + k2|

⇤1
0

If we divide out " (0), then the log term evaluated at those limits must be finite. However,

it is clearly not, unless k2 is infinite, i.e. we have a bound state at $# . To have a finite-

energy bound state, then, requires imposing a “momentum-space cuto↵” ⇤, by integrating

to ⇤ instead of # . This is a renormalization: we decide that our theory cannot possibly

capture the behavior of all possible momenta, and so we fix an arbitrary momentum at

which the theory breaks down. A little algebra gives us the quantized energy kbs in terms

of the momentum cuto↵:

kbs =
⇤p

e4⇡/g $ 1
(6.15)

Recall the position-space regularization approach to this problem. In that calculation, we

e↵ectively imposed a position-space cuto↵ a to keep the bound-state energy finite. Let’s

see how a and ⇤ are related. First, we have to note that the lower-case g’s we used in each

problem are not the same. To keep them distinct, we’ll give the g we used in Vg,a = g, (a$ r )

the new g0 and quickly get rid of it, noting that g =
R

g! (x)dx = lim
R

Vg0,adx = lim - g0a2 =
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- g0a2 since we take g0a2 constant in the limit. The bound-state energy we found previously

was

kbs =
1

a
e�2/g0a2

implying

⇤p
e4⇡/g $ 1

= kbs =
1

a
e�2/g0a2

=
1

a
e�2⇡/g

which is an equation purely in terms of the momentum cuto↵, position cuto↵, and dimen-

sionless coupling for the ! potential. Some straightforward algebra gives

a =
1

⇤

p
1 + e�4⇡/g (6.16)

We would have expected this result, at least qualitatively: the position cuto↵ is inversely

proportional to the momentum-space cuto↵ with a proportionality constant that depends

on the coupling.

To find the bound-state wave function, we simply solve the integral for general #x in

Eq. 6.14—and we had better get something proportional to K
0

(kbs) since that is the only

normalizable solution to the free-space Schr̈odinger equation on R2\{#0} for negative energy.

This time, we will use Cartesian coordinates, and we align our px $ py coordinate system

such that px points along #x, so that #p · #x = pxx.

" (#x) =
g" (0)
(2- )2

Z 1

�1

Z 1

�1

eipxx

p2

x + p2

y + k2

dpydpx

We first integrate in py, which is, by simple contour methods,

g" (0)
(2- )2

Z 1

�1

eipxx

2
p

p2

x + k2

dpx =
g" (0)
2k(2- )2

Z 1

�1

ei
p

x

k

kx

q�p
x

k

�
2

+ 1
dpx

=
g" (0)
2(2- )2

Z 1

�1

eiu(kx)

0
u2 + 1

du =
g" (0)
(2- )2

K
0

(kx)
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where in the last line we used a standard integral representation of K
0

[35]. We do in fact

have something proportional to K
0

, but the problem is that K
0

blows up at the origin!

" (0) =
g" (0)
(2- )2

K
0

(0) = # =+ " (#x) =
g#
(2- )2

K
0

(kx) = #

Consistency of " (0) implies that " (#x) is infinity everywhere, an obvious absurdity. We need

" (0) to be finite and nonzero, but this is clearly not the case, as our bound state approaches

# at the origin. The issue here is that, after renormalization, " (0) no longer means what

it used to.

Recall the position-space regularization of the 2D ! . We renormalized by changing the

limiting behavior of the finite well: originally g 3 1

a2 , and then renormalization forced

g 3 1

a2
log(1/k

bs

a)

. This “changing-limits” interpretation is equivalent to taking a very thin,

very deep finite well via a position-space “cuto↵”—although the well can’t be as deep as

1/a 2, or else ka is not small enough for the Bessel function approximations. The momentum-

space cuto↵ is, in turn, equivalent to the position-space cuto↵ via Eq. 6.16. Thus taking

a momentum-space cuto↵ implicitly changes our ! potential to the functional !̃ discussed

earlier, and " (0) is now interpreted to mean the rate of logarithmic divergence of " at 0

instead of the evaluation of " at 0. As x " 0, K
0

(x) 3 log(1/x ), so " (0) is finite. Therefore

" (#x) is in fact proportional to K
0

(kx), and normalization determines the proportionality

constant.

6.3 Self-Adjoint Extensions Method

The 2D ! potential is singular at the origin, so we shouldn’t expect it to behave regularly

there in the way that we typically expect wave functions to behave. We can mathematically

implement this consideration by treating the Hamiltonian as an operator on L 2 functions

from R2 \ {(0, 0)} to C. Since the ! potential is 0 everywhere outside the origin, this

approach amounts to treating the 2D ! Hamiltonian as the free-particle Hamiltonian on the

punctured plane.

The one issue with this approach is that, although $5 2 is self-adjoint on the plane, it is

not on the punctured plane. So to be more precise, this approach treats the ! Hamiltonian
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as a self-adjoint extension of the free particle Hamiltonian on the punctured plane.

There are subtleties with regards to what it means to “puncture” the plane, because

doing so breaks translational symmetry and forces us to use polar coordinates, which them-

selves have a troublesome singularity at the origin, independently of the puncture. In other

words, it’s di�cult to tell which abnormalities arise as a result of the puncture, which treats

the point (0, 0) as special, and which ones arise due to using a coordinate system which

also treats (0, 0) as special. Thus we begin by solving the free particle potential on the

unpunctured plane.

6.3.1 Free Particle on the Unpunctured Plane

Due to the translational symmetry of the plane, we can write the time-independent Schrödinger

equation in Cartesian coordinates.

$
✓

$2

$x2

+
$2

$y2

◆
" (x, y) = k2" (x, y) (6.17)

One need not formally separate this equation to see that the separable solutions are

" (x, y) = ei
~ká~r (6.18)

for k2 = |#k|2. While a function such as K
0

(k
p

x2 + y2) may satisfy the Schrödinger equation

for negative energies almost everywhere, its poor behavior at 0 forces us to throw it out.

Eq. 6.18 captures all possible solutions, and so the spectrum is (0, # ). We can see formally

that $5 2 is (essentially) self-adjoint on R2 because

$
✓

$2

$x2

+
$2

$y2

◆
" (x, y) = i " (x, y) (6.19)

has solutions

"
+

(x, y) = e±
p
�C

x

xe±
0

�C
y

y (6.20)

for some constants Cx, Cy such that Cx + Cy = i with any combination of plusses and

minuses. Since Cx and Cy add up to i , they can’t both be real, and any complex number

with an imaginary part must have a square root with a real part. Thus one of the factors
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blows up in some direction, whether as x " # , x " $# , y " # , etc. Therefore "
+

cannot be in the rigged1 Hilbert space corresponding to the plane. A similar argument for

$ i tells us that the deficiency indices are &0, 0' , so $5 2 is essentially self-adjoint.

What if we did the same problem, but in polar coordinates? This approach is a bit

tricky, because polar coordinates have a singularity at (0, 0), even though the space we are

working on does not. The singularity arises because r = 0 implies (x, y) = (0, 0) regardless

of , . Another way of thinking about it is that we treat the plane as [0, # ) . S1 instead of

as R . R, and the set [0, # ) has 0 as a boundary point, while R has no boundary.

Separating the equation in polar coordinates for m = 0 causes us to find solutions of the

form R(r )⇥(, ) instead of X (x)Y (y). As was shown before, ⇥ must be constant for m = 0

while the radial part satisfies Bessel’s equation

d2R
dr2

+
1

r
dR
dr

+ k2R = 0 (6.21)

But what boundary conditions do we impose on R at 0? We must continue to treat 0 as any

other point, and we only demand that " be continuous and di↵erentiable everywhere—so

it wouldn’t make sense to require anything extraneous like R(0) = 0. But to keep R(r )⇥(, )

di↵erentiable in the plane, we must have R0(0) = 0, for we would otherwise have di↵erent

left- and right-hand partial derivatives around the origin. A linearly independent pair of

solutions to Eq. 6.21 is J
0

(kr ) and Y
0

(kr ), but we throw out Y
0

(kr ) due to its divergent

behavior at the origin. Although J
0

(kr ) is not in L 2, we allow it in the rigged Hilbert space

as a positive-energy solution. Connecting this back to the eigenstates we found in Cartesian

coordinates, we can see that J
0

(kr ) is just a “radially symmetrized” superposition of the

plane waves ei~ká~r, via one of Bessel’s integrals [12]:

J
0

(kr ) =
1

2-

Z
2⇡

0

eik cos(✓)r (6.22)

That is, J
0

is an average of plane waves pointing in every direction.

1In positive-energy problems, we formalize the existence of the scattering sector through what is called
a “rigged” Hilbert space, which is essentially the original Hilbert space with oscillatory solutions added in.
Although functions like e

ikx are clearly not in L

2(R2), they are well-behaved enough to be in the rigged
Hilbert space and count as a part of the orthogonal energy eigenbasis. Functions like e

x, however, blow up
faster than any polynomial and thus are thrown out. See Ref. [25].
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Now we check for self-adjointness. We have shown that $5 2 is self-adjoint on R2, but is

the m = 0 radial operatorR = $ ( d2

dr2 +
1

r
d
dr ) self-adjoint on D (R) =

�
R , C2

0

([0, # )) | R0(0) = 0
 

with integration measure rdr ?

To answer that question with the deficiency subspace method is di�cult, because our

initial domain isn’t very restrictive. Normally, one chooses a very restrictive domain, re-

quiring that any element of the domain and all of its derivatives be 0 at boundary points.

Then the adjoint domain in turn becomes very large, and when finding the deficiency spaces

of the adjoint we need not worry about what is or is not in D (R⇤), because everything is

[1]. In this case, however, we have to know which " satisfy R⇤" = ±i " and are in D (R⇤).

Therefore, for now, let us work straight from the definition of the adjoint and try to

move R from the ket to the bra in the expression (%,R" ) for " , D (R), %, D (R⇤) via

repeated integration by parts.

(%,R" ) =
Z 1

0

%
✓

$ " 00 $
1

r
" 0
◆

rdr = $
⇥
%r " 0⇤1

0

+

Z 1

0

(%0r + %)" 0dr $
⇥
%"
⇤1

0

+

Z 1

0

%0" dr

= $
⇥
%r " 0⇤1

0

$
⇥
%"
⇤1

0

+
⇥
%0r "

⇤1
0

$
Z 1

0

(%00r + %0)" dr +
⇥
%"
⇤1

0

$
Z 1

0

%0" dr +

Z 1

0

%0" dr

=
⇥
%0r " $ %r " 0⇤1

0

$
Z 1

0

✓
%00 +

1

r
%0
◆

" rdr =
⇥
%0r " $ %r " 0⇤1

0

+ (R%, " )

So R is hermitian if and only if the boundary term

(%,R" ) $ (R%, " ) =
⇥
r
�
%0" $ %"0

�⇤1
0

=
⇥
r
�
%0" $ %"0

�⇤
r=0

vanishes for all " , D (R), % , D (R⇤). Clearly the function vanishes at # , since L 2

functions must go to 0 faster than r . (Although scattering solutions do not converge to 0

for large r , we can still work in L 2 for the time being and think of scattering solutions such

as plane waves and J
0

(kr ) as limiting cases of L 2 wave packets.) Dividing out the measure

factor r , the factor %0" $ %"0 vanishes on its own for all %, " , D (R). Moreover, this term

vanishes in a way that is perfectly symmetric between the domain of the R and the domain

of the adjoint, since being in D (R) requires that %0(0) = " 0(0) = 0 while %(0) and " (0)

can be anything. In other words, requiring " 0(0) = 0 forces precisely the same boundary
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condition on %0, so they must come from the same domain, i.e. D (R) = D (R⇤). Thus the

operator is self-adjoint, as expected.

6.3.2 Free Particle on the Punctured Plane

Now we finally solve the problem with a puncture, following the Gopalakrishnan’s treat-

ment in Ref. [1] with slight corrections. Of course, we can’t separate in Cartesian coor-

dinates because of the breaking of translational symmetry. So we return to the m = 0

channel radial equation and this time start with a restrictive enough domain D (R) =
�

R , L 2 ((0, # )) | 0 = R(0) = R0(0) = R00(0) = . . .
 
to use the deficiency indices method.

The equations R⇤%= ±i%have normalizable solutions

%± (r ) = K
0

⇣0
±ir

⌘
(6.23)

giving deficiency indices &1, 1' . Since %
+

and %� have the same norm, we need not normalize,

and we allow the following small-r behavior in our domain:

R(r ) 1 K
0

⇣0
ir
⌘
+ ( K

0

⇣0
$ ir

⌘
(6.24)

for ( , C with |( | = 1, which we can write as ( = ei✓. Expanding out the modified Bessel

functions for small r via K
0

(z) 1 $ log(z/ 2) for any small complex z, we get

R(r ) 1 $ log
⇣0

ir/ 2
⌘

$ ei✓ log
⇣0

$ ir/ 2
⌘
= $

⇣
ei✓ + 1

⌘
log (r/ 2) + i

-
4

⇣
ei✓ $ 1

⌘

=
1

ei✓ + 1


$ log (r/ 2) $

-
4
tan

,
2

�
6 $ log (r/ 2) $

-
4
tan

,
2

= $ log(Cr/ 2) 1 K
0

(Cr )

where we have absorbed all of the constants into one parameter log(C), which we can do

because tan ✓
2

spans all of the real numbers. There is a special extension corresponding to

, = - that preserves the scale invariance, since in the first line above the log terms cancel

and so we do not in fact add logarithmic divergence to the domain. Every other choice of

, allows logarithmic divergence at the origin at some particular rate, which introduces a

particular bound state K
0

(kbsr ) where kbs = C. Independently, we know that this bound
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state must be unique since K
0

(kbsr ) 4 0, so K
0

(kbsr ) and K
0

(k0
bsr ) cannot be orthogonal

[1]. This boundary condition, when applied to the scattering sector, produces a phase shift

(see Ref. [1]) of

tan(%) =
$ -

2 log(kbs/k )
(6.25)

which is exactly the same anomalous phase shift we got in the position-space regularization.

A note about dimensions: although C appears to be dimensionless—and clearly needs

dimensions of inverse length to cancel the dimensions of r —there is an arbitrary dimen-

sioned term (whose value we set to 1) next to ±i in the deficiency-index equations, which

then reappears next to
0
±i in the solutions. In the purely mathematical treatment, we

could ignore issues of dimension, but now that our operators are themselves dimensioned,

±i must take on dimensions as well to compensate. Although this introduces yet another

arbitrary constant, it can be subsumed into the also arbitrary self-adjoint extension param-

eter.

6.4 Dimensional Regularization

Speaking of dimensions, there is another avenue for renormalization that specifically targets

the dependence of the dimensionless nature of the coupling on the dimension (in a di↵erent

sense of the word) of the underlying space. This technique is known as dimensional regu-

larization , a clever pun that exploits the homonym of unit dimension and space dimension

in physics. It is popular in quantum field theory, for certain desired properties of the prob-

lem, for example unitarity, will hold independently of the number of dimensions, but would

break via some other regularization scheme [32]. The idea is that, since the coupling is

dimensionless only when D = 2, we solve the D -dimensional ! potential for arbitrary—even

non-integer—D and take the limit as D " 2.

Since D -dimensional integrals are easily generalizable, the best technique for this prob-

lem is the momentum-space approach, using D -dimensional Fourier transforms. The crucial

generalization is the D -dimensional solid angle, which allows one to integrate functions with

D -dimensional spherical symmetry. The details are in Ref. [14], and the result is
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⌦D =
2- D/2

�(D/ 2)
(6.26)

With the identities �(1/ 2) =
0

- , �(1) = 1, and �(3/ 2) =
0

- / 2, it is trivial to verify

that Eq. 6.26 holds for the well-understood cases D = 1, D = 2 and D = 3. Intuitively,

we’re just replacing the factorial that appears in the general equation for surface area in

integer D dimensions with a Gamma function. Then the D -dimensional integral of a radially

symmetric function f (r ) is

Z

RD

f (r )dD#r = ⌦D

Z 1

0

f (r )rD�1dr (6.27)

We return to the momentum-space derivation of the ! potential’s bound-state energy.

Assuming the D -dimensional Fourier transform turns the D -dimensional Laplacian $5 2

D

into p2 and that the D -dimensional integral of " (#r )! D(r ) returns " (0), we follow the same

steps as before to get

%(p) =
g" (0)

p2 + k2

(6.28)

Then, to check consistency of " (0), we take the inverse D -dimensional Fourier transform,

plug in 0, and divide by " (0).

1 =
g

(2- )D

Z

RD

1

p2 + k2

dD#p =
g

(2- )D
⌦D

Z 1

0

pD�1

p2 + k2

dp (6.29)

The integral on the far RHS of Eq. 6.19 is a special case of the Beta function identity [14]

Z 1

0

x2↵�1

(x2 + 1)↵+�
dx =

1

2
B (( , ) ) (6.30)

and so, with a simple substitution u = p/k can be evaluated to give

1 =
g⌦D

(2- )D
kD�2

Z 1

0

u2(D/2)�1

(u2 + 1)(D/2)+(1�D/2)

du =
gkD�2

2D- D/2�(D/ 2)
B (D/ 2, 1 $ D/ 2)

=
gkD�2

2D- D/2�(D/ 2)
�(D/ 2)�(1 $ D/ 2)

�(1)
= g2�D- �D/2kD�2�(1 $ D/ 2)
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where we have used a characterization of the Beta function in terms of Gamma functions

[12]. Then solving for a bound-state energy k gives

k =
h
g2�D- �D/2�(1 $ D/ 2)

i 1
2�D

(6.31)

If D approaches 2 from the right, then �(1 $ D/ 2) " $# and (2 $ D )�1 " $# , so

|k| " # . If we take the limit from the left, then �(1 $ D/ 2) " # and (2 $ D )�1 " # , in

which case k " # .

In either case, dimensional regularization by itself doesn’t break the scale symmetry,

which is to be expected: this process of working in arbitrary dimensions and limiting towards

2 does not in any way introduce a dimensional parameter that could define energy since k

blows up. Furthermore, the units of g disappear in the D " 2 limit.

To produce a bound state then, requires renormalization. Previously, we renormalized

by changing the limiting procedure for the finite well in position space or by taking a

momentum cuto↵ in momentum space, and this time we make the renormalization process

mathematically explicit by using a “running coupling.” Since the potential’s coupling is

not a directly meaningful physical quantity, taking a variable coupling is not inherently

problematic as long as it produces physically sensible results. We take g = g(. ) for a

renormalization parameter . = D $ 2. Setting

g(. ) =
✓

1

kbs

◆✏
2✏+2- ✏/2+1

1

�(. / 2)
(6.32)

for some arbitrary parameter with dimensions of inverse length kbs, when we take the . " 0

limit we now recover k " kbs. This may not seem like the most physically sensible renor-

malization process, compared to, say, the finite-well cuto↵. From a modeling standpoint, it

makes sense to accept that what we initially pretended to be a ! function is actually just

some really deep, really thin finite well; it may not be as mathematically trivial to deal with

as a ! function, but it is more in line with physical reality. With dimensional regularization,

however, the corresponding physical reality posited by the renormalization scheme is one

in which our world is actually 2 + . -dimensional for some really small . > 0. Clearly, this

technique, which is applicable in quantum field theory as well, is not motivated by physical

60



reality. Rather it is useful because of its aforementioned ability to preserve symmetries

that a simple cuto↵ regulator does not, in particular the Ward identities in quantum field

theories [48].

6.5 Path-Integral Approach

We can use the Feynman approach, as outlined in Chapter 2, to solve the bound-state and

scattering problems for this potential, with the help of perturbative methods, as outlined in

Ref. [21]. Doing so allows us to connect the symmetry breaking with Fujikawa’s “anoma-

lous Jacobian” characterization of the anomaly. Anticipating the need for dimensional

regularization, we will proceed in arbitrary D dimensions.

The path integral formulation of quantum mechanics gives a di↵erent way of finding the

propagator &x 00, t 00|x 0, t 0' , which in turn can indirectly tell us about the energy spectrum of

H . Since this potential is time-independent, we can forget about t 0 and t 00, and instead write

the propagator as K (x 00, x 0|T) =
⌦
x 00|e�iTH |x 0↵ for T = t 00 $ t 0. The retarded, or “causal,”

Green’s function for the Schrödinger equation is essentially the propagator but only going

forwards in time, i.e. G(x 00, x 0|T) = ⇥(T)K (x 00, x 0|T). The energy Green’s function is

related to the time Green’s function via the energy-time Fourier transform

G̃(x 00, x 0|E ) = $ i
Z 1

�1
eiTEG(x 00, x 0|T)dT = $ i

Z 1

�1
eiTE⇥(T)K (x 00, x 0|T)dT

= $ i
Z 1

�1
eiTE⇥(T)

⌦
x 00|e�iTH |x 0↵ dT = $ i

⌧
x 00
����
Z 1

0

e�i(H�E�i0+
)TdT

���� x
0
�

=

⌧
x 00
����

1

E $ H + i0+

���� x
0
�

with a small imaginary number i0+ added to both make
R1

0

e�i(H�E�i0+
)TdT finite and to

move the poles of (E $ H + i0+)�1 o↵ the real axis. Inserting a complete set of eigenstates

I =
P

n |n >< n | +
R
↵ |( >< ( |d( shows how the energy Green’s function gives us the

spectrum of H :

G̃(x 00, x 0|E ) =
X

n

" ⇤
n(x

0)" n(x 00)

E $ En + i0+

+

Z

↵

" ⇤
↵(x

0)" ↵(x 00)

E $ E↵ + i0+

d( (6.33)
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Holding x 0 and x 00 fixed, we see that G̃(x 00, x 0|E ), as a function of E , is continuous except

for poles at En and a branch cut along E↵. We only needed the assumption of H ’s self-

adjointness to use the completeness relation in deriving Eq. 6.33. Therefore, if we have any

self-adjoint Hamiltonian and use the path integral approach to calculate the corresponding

propagator K (x 00, x 0|T), we can find its spectrum by identifying poles and branch cuts of

G(x 00, x 0|E ).

To compute the propagator for this problem is a long calculation. Since we are work-

ing with a radially symmetric potential, we want to separate the path integral into D -

dimensional hyperspherical coordinates, which requires, in the discretization limit, an infi-

nite number of Jacobians. Collecting the factors/integrations that depend only on angular

variables and those that depend only on r allows us to identify a “radial propagator,” which

is already a massive expression

K l+⌫(r 00, r 0;T) =

Z
exp


i
Z T

0

✓
1

2
ṙ 2 $ V (r )

◆
dt
�

µl+⌫ [r 2]Dr (6.34)

where / depends on the dimension D while l gives the angular-momentum channel. The

factor

µN
l+⌫ [r

2] =
N�1Y

j=0

p
2- zje�z

j I l+⌫(zj) (6.35)

is a function-space measure for the radial path integral (in the discretized version with N

lattice points), where zj = �ir
j

r
j+1

�t . Moreover, to solve the problem for the ! potential

requires writing it as a perturbative expansion and summing the perturbations to every

order. Needless to say, the calculation is extensive, so we will just skip ahead to the

end. We eventually find a Green’s function in closed form since the perturbations form a

geometric series:

GD(#r 00, #r 0;E ) = G(0)

D (#r 00, #r 0;E ) $
G(0)

D (#r 00,#0;E )G(0)

D (#0, #r 0;E )

G(0)

D (#0,#0;E ) $ 1

g

(6.36)

where G(0)

D (#r 00, #r 0;E ) represents the Green’s function for the zeroth-order perturbation, i.e.

the free-particle Green’s function in D dimensions, which is known to be (in terms of

k =
0

E , r = |#r 00 $ #r 0|)
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G(0)

D (r ; k) = $
i
4

✓
k

2- r

◆D/2�1

H (1)

D

2 �1

(kr ) (6.37)

where H (1) is the Hankel function of the first kind. From Eq. 6.36, poles are identified

as bound states for the D -dimensional problem, and dimensional regularization eventually

gives a bound-state energy for D = 2.

We gave a scant outline of this calculation to show how the path-integral approach,

combined with a regularization scheme can solve the bound-state problem, and because it

shows that the Jacobian did not alone break the symmetry—if it had anything to do with

the symmetry breaking at all! It was entirely the dimensional regularization process that

broke scale symmetry by forcing a bound state on the problem.

6.6 The Classical Problem

If anomalies are about the breaking of symmetries in the transition from the classical to

the quantum picture, then it is worth investigating the classical picture on its own. As we

showed in Chapter 4, a scale-symmetric potential such as the 2D ! should have D = 1

2

px$ tH

conserved. Let’s see if a classical regularization of the 2D ! keeps D constant in time. We

use the finite-well regularization Vg,a(r ) = $ g, (a $ r ) and consider for simplicity the case

where a particle is on a trajectory to cross through the center of the well. This is essentially

a one-dimensional problem, since in classical mechanics a particle moving in a straight line

embedded in the plane is the same as just moving along a line. (The two-dimensional nature

of the ! potential comes in when we take the limit of the finite well with ga2 constant, as is

appropriate for the 2D case.) Assuming a < 1, we can take the particle’s trajectory x(t) to

have initial position x(0) = $ 1 and initial velocity p
0

/m . It is straightforward to produce

a piecewise expression for the particle’s trajectory x(t), as it is a free particle everywhere

except for a kinetic-energy jump at $ a and a dip at a, i.e. a change in momentum from p
0

to
p

p2

0

+ 2mg and back to p
0

. Letting t(1) = m(1�a)

p0
and t(2) = t(1) + 2ma0

p2
0+2mg

be the times

at which the particle passes through the first and second edges of the well, respectively, we

have
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x(t) =

8
><

>:

$ 1 + p0
m t t < t (1)

$ a + 1

m

p
p2

0

+ 2mg
�
t $ t(1)

�
t(1) ) t ) t(2)

a + p0
m

�
t $ t(2)

�
t > t (2)

(6.38)

We are interested in how D varies with time. Since a constant potential is scale invariant, D

should be piecewise conserved. Therefore we expect there to be discontinuities in D at t(1)

and t(2), but otherwise it should be constant. Using the fact that x, t and H are continuous

through the jumps at t(1) and t(2), we can show that the discontinuity at $ a is

�D ($ a) =
1

2

q
p2

0

+ 2mg($ a) $ t(1)H $
✓
1

2
p

0

($ a) $ t(1)H
◆

=
a
2

✓
p

0

$
q

p2

0

+ 2mg
◆

and, similarly for a,

�D (a) =
1

2
p

0

(a) $ t(2)H $
✓
1

2

q
p2

0

+ 2mg(a) $ t(2)H
◆

=
a
2

✓
p

0

$
q

p2

0

+ 2mg
◆

So if we squint and view this finite well as a very small but strong disturbance, as the

particle passes through we get a total change in D of

�D = a
✓

p
0

$
q

p2

0

+ 2mg
◆

(6.39)

If we have a vanishingly thin but infinitely deep well with - ga2 = 1, i.e. a ! -like disturbance

in two dimensions, then as a " 0, g " # ,

�D " $

r
2m
-

(6.40)

which breaks the scale symmetry, since D is supposed to be conserved. We have found a

failure of scale symmetry in a regularization of a scale-symmetric singular potential within

the classical picture, and, ironically, we did so without any sort of limit fudging! Even

more ironic, if we fudge the limits in the same way as we did for the quantum finite-well

regularization by taking ga2 " 0, we actually recover the scale symmetry because then

�D " 0.

These results are very perplexing. Since it obviously was not quantization that broke

the scale symmetry, and it wasn’t some sort of limit-fudging either, it must have been the
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Figure 6.4: A classical particle in the plane with initial position x = $ 1, y = 0 and initial
velocity p0

m î is on course to go through a finite potential well.

regularization process itself—even though this regularization process respects the scale sym-

metry! (Recall from earlier in Chapter 6 when we showed that the finite-well regularization

of the 2D ! is scale symmetric as a functional.) It is tough to know what to make of such

a “classical anomaly,” except that the derivation of D as a conserved quantity must break

down for singular scale-symmetric potentials and/or regularizations of such potentials.

6.7 Interpretation as Anomaly

We studied the 2D ! potential more extensively than any other in this thesis, and there is

a lot of “data” to work with. Its many pathologies include

1. It is not a “real” function, in the sense that it is equal to 0 almost everywhere but

still has an integral of 1. Since the only di↵erence between the ! function and 0 is

their integrals, to give meaning to ! in the Schrödinger equation is di�cult.

2. It is a singular potential.

3. Its coupling constant has no units, i.e. it is scale symmetric.
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We used a variety of techniques to get around these pathologies in order to solve this po-

tential, that is, to find its spectrum and basic scattering observables. These techniques

included position-space regularization, momentum-space regularization, self-adjoint exten-

sions, dimensional regularization, and renormalization of the path-integral formulation.

The common theme with all of these approaches is that, at some point, a renormalization

of sorts is required, in which we force the problem to have a bound state and accept whatever

consequences that entails: whether we have to fundamentally re-define the potential, impose

an arbitrary cuto↵ on an improper integral, or take a “running-coupling” limit. Of course,

such practices are commonplace in quantum field theory, as jarring as it may be to a

mathematician, so these are not su�cient reasons to doubt the validity of these calculations.

But it does raise the question: what if we take the unrenormalized versions at face value?

Is there anything truly “pathological” about a potential having no bound state? Free space

has none, after all. Why do we chooseto use these techniques?

One exception, however, is the method using self-adjoint extensions. No fudging of

any kind is required in this approach; we simply calculate using rigorous mathematics the

self-adjoint extensions of $ d2

dx2 on the punctured plane. We started with a very restric-

tive domain, requiring derivatives of all order to vanish at the origin, which definitely has

no bound states because it is strictly smaller than the usual domain for the plane. Then

we found that all self-adjoint extensions introduce some bound state, with the bound-

state energy a function of the self-adjoint-extension parameter. A tempting interpretation

is that the scale symmetry of the ! potential holds only if we naively choose a domain

whose restrictions are overkill for hermiticity but too stringent for self-adjointness. Then

requiring self-adjointness—a purely quantum-mechanical concept absent in classical me-

chanics—introduces a dimensional parameter to give the problem a bound state and break

the scale symmetry. Viewed this way, this potential should be an uncontroversial example

of the quantum anomaly.

But this interpretation fails, because there is no reason to think this extended free-particle

Hamiltonian is the ! potential. It is tempting to identify them, because they are both point

interactions, and all interesting things happen at the origin. But at no point in the calcula-

tion do we ever use the definition of the ! function, i.e. the fact that
R

f (x)! (x)dx = f (0).
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Every other approach uses this at some point, whether in Fourier-transform integrals or

through a finite-well regularization that behaves like the ! function in the limit. There

is nothing inherently scale-symmetric about point interactions in the plane: the ! func-

tion is a special case. What this calculation actually produces is the set of all possible

self-adjoint—and therefore physical—point interactions in the plane. There is the special

extension , = - , which corresponds to no bound state, while every other self-adjoint domain

has a unique bound state. It does not say which, if any, of these self-adjoint versions of the

free-particle Hamiltonian ought to correspond to the ! potential.
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Chapter 7

The 1D ! 7 Potential

The 1D ! 0 potential is another example of a scale-symmetric potential. A ! potential in

n dimensions transforms under re-scaling as ! n(qx) = q�n! n(x) to compensate for the

n-dimensional Jacobian, so

! 0(qx) =
d! (x)

dx
(qx) =

d! (qx)
d(qx)

(x) =
1

q
d! (x)
d(qx)

(x) =
1

q2

d!
dx

(x) =
1

q2

! 0(x)

where we have abused notation slightly: parentheses just in front of ! indicate evaluation

before di↵erentiation (so that the chain rule comes in), while parentheses right after a

derivative indicate evaluation after di↵erentiation. The key observation, in words, that

makes this proof work is that evaluating the derivative of ! at the scaled variable qx is

the same as composing multiplication by q with ! , di↵erentiating with respect to qx, and

then evaluating at x. An alternative way to see that this potential is scale invariant is that
R

! (x)dx = 1 implies ! (x) has dimensions of inverse length, so then d�
dx has dimensions of

inverse length squared, requiring that a coupling constant in front have no dimensions.

There is no consensus on how to treat the 1D ! 0 potential in the Schrödinger equation. It

is generally agreed that, in the most general setting, one defines the ! 0 function to pick out

the negative first derivative of a test function in an integral, due to an argument involving

integration by parts:

Z 1

�1
f (x)! 0(x)dx = [f (x)! (x)]1�1 $

Z 1

�1
f 0(x)! (x)dx = $ f 0(0)

But how to use this in a di↵erential equation is still mysterious. Just as in the 2D !
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problem, there are a number of approaches for defining its e↵ect in a di↵erential equation.

However, unlike the 2D ! potential, the di↵erent approaches end up giving mostly di↵er-

ent results. In retrospect, it is quite spectacular that the several di↵erent means of treating

the 2D ! potential all ended up agreeing in some way: the position-space cuto↵, momentum-

space cuto↵, and self-adjoint-extension parameter could be found in terms of one another

such that they all produced the same bound state. We will not see the same consistency

with the 1D ! 0 potential.

7.1 Position-Space Regularization

If one believes that the most natural regularization of the ! function in position space is the

limit of finite wells, then one would agree the most natural treatment of ! 0 is the double-!

regularization, as these regularizing potentials for ! 0 are the derivatives of the corresponding

finite wells for ! , as demonstrated in Eq. 7.1.

d
dx

[g (, (x $ a) $ , (x + a))] = g (! (x $ a) $ ! (x + a)) (7.1)

So we define Vg,a = g (! (x $ a) $ ! (x + a)). Each ! function enforces a boundary condi-

tion on the derivative of " at a and $ a, which we can derive by directly integrating the

Schrödinger equation from ±a $ . to ±a + . for small . . The result is


$"
$x

�± a+

± a�
= ±g" (±a) (7.2)

Enforcing continuity of " and this particular discontinuity of " 0 at a and $ a gives four

boundary conditions on energy eigenstates. Square integrability requires that the solutions

be of the form

" (x) =

8
><

>:

Ae⇢x if x < $ a

Be⇢x + Ce�⇢x if $ a < x < a

De�⇢x if x > a

(7.3)

where 0 =
0

$ E . Applying the boundary conditions leads to the following transcendental

equation for the energy 0 (details in Appendix A):
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Figure 7.1: Plotting 1 $
⇣

2⇢
g

⌘
2

and e�4⇢a as functions of 0 for fixed a and g demonstrates

graphically that there is a unique bound state.

1 $
✓
20
g

◆
2

= e�4⇢a (7.4)

We can visualize the energy solutions as intersection points of 1 $
⇣

2⇢
g

⌘
2

and e�4⇢a. Figure

7.1 includes a rough sketch of the solution. We see that there is a unique intersection for

0 > 0, but also a “stupid” solution at 0 = 0, which is explained in Appendix A. As g " # ,

the blue curve, a parabola, gets wider and wider, pushing 0 to infinity. But simultaneously,

a " 0 causes the pink curve to look more like a flat line, pushing 0 to 0.

To determine where 0 ends up in the limit, let’s assume it converges to something finite

by fixing 0 = 0bs and look at small-a behavior:

1 $
✓
20
g

◆
2

= e�4⇢a = 1 $ 40a + O[a2] =+ 0 = g2a + O[g2a2]

As long as g2a is bounded and O[g2a2] " 0 as a " 0, g " # , we have a bound state for

the ! 0 potential. Both of these criteria are satisfied by taking the limit with g2a constant,

since it implies O[g2a2] = O[a] " 0. Thus we have a bound-state energy 0bs = g2a. In the

limit, the $ a < x < a component of the wave function becomes irrelevant, so to find the

corresponding bound state we find how A relates to D . It is shown in Appendix A that, in

the limit where ga " 0, we get A = D , and so the bound state is that of the 1D ! function:

a positive decaying exponential on each side, joining at a cusp at the origin. Normalization

must dictate the value of A in terms of the decay constant/bound-state energy 0 the same

way in each case. The di↵erence between the two cases is that the 1D ! 0 bound-state energy

70



is set by the renormalization parameter 0bs, while the 1D ! bound-state energy is set by

the dimensional coupling.

NB: It may be tempting it is to predict a ! 0 bound state as having odd parity, i.e.

A = $ D , because the potential itself is odd, but there is in fact no reason to predict an

odd bound-state wave function. The sign of the potential has bearing on the concavity of

its eigenstates, not their sign. A smooth, odd potential would have no parity symmetry

because on one side we would have decay and on the other we’d have oscillations.

Back on topic, the main takeaway from this calculation is that we have broken scale

symmetry by introducing a bound state! However, the natural way to take the limit keeps

ga, rather than g2a, constant, for ga is the area of a finite well, which should not vanish

in the limit, or else the integral of the ! function is zero. This regularization is ultimately

motivated by the finite-well regularization of the ! function, so we should be consistent in

how we take our limits. More directly, we can see that the ga-constant limit is correct by

observing how this regularization acts on a test function in an integral:

Z ✏

�✏
g (! (x $ a) $ ! (x + a)) f (x)dx = g (f (a) $ f ($ a)) = ga

✓
f (a) $ f ($ a)

a

◆

= ga
✓

f (a) $ f (0) + f (0) $ f ($ a)
a

◆
= ga

✓
f (a) $ f (0)

a
$

f ($ a) $ f (0)
a

◆

= ga
✓

f (a) $ f (0)
a

+
f ($ a) $ f (0)

($ a)

◆
" ga

�
f 0(0) + f 0(0)

�
= 2gaf 0(0)

Thus ga is constant, specifically ga = 1/ 2, which is not surprising since the width of the

well is 2a. Since we started by looking at the attractive ! potential, which we wrote as $ g!

for g > 0, its derivative $ g! 0 picks out the positive (negative-negative) derivative of a test

function.

To get a bound state, then, we have to change our mind about the regularization scheme

after the fact. We had a similar situation with the position-space regularization of the 2D !

potential: the scale symmetry is quite directly broken by changing the regularization with

the explicit purpose of producing a bound state.

The scattering problem goes similarly. The canonical approach to the problem has an

incoming wave from the left, a reflected wave to the left, a transmitted wave to the right,
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and any kind of constant-positive-energy oscillations in the middle:

" (x) =

8
><

>:

Aeikx + Be�ikx if x < $ a

Ceikx + De�ikx if $ a < x < a

F eikx if x > a

(7.5)

where k =
0

E . We apply the same boundary conditions as in the bound-state problem and

find the phase shift by computing the complex argument %of F/A . Leaving the details to

Appendix A, the result is

tan(%) =
g2a
k

1
ga
2

+ 1
"

0bs
k

in the ga " 0 limit

which is another signature of an anomaly: an energy dependence in the phase shift. The

more significant the bound-state energy is relative to the energy of the scattered particles,

the greater the phase shift. Of course, if we take the sensible ga-constant limit, g2a "

# =+ tan(%) " # =+ %" 0, which is independent of energy. So the anomalous

behavior crucially depends on the renormalization process.

7.2 Momentum-Space Regularization

We can use the same momentum-space method as applied in the 2D ! case by Holstein. For

the bound-state problem, the Schrödinger equation starts as

$
d2

dx2

" (x) $ g! 0(x)" (x) = $ k2" (x) (7.6)

and, upon taking the Fourier transform of both sides, can be rewritten as

p2%(p) $ g
Z 1

�1
" (x)e�ipx! 0(x)dx = $ k2%(p) (7.7)

The ! 0 function in the integral picks out the negative derivative of " (x)e�ipx at 0, so our

momentum-space equation is

(p2 + k2)%(p) = g
�
ip" (0) $ " 0(0)

�
(7.8)

Rearranging and taking the inverse Fourier transform of both sides gives
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" (x) =
g
2-

✓
i " (0)

Z 1

�1

peipx

p2 + k2

dp$ " 0(0)

Z 1

�1

eipx

p2 + k2

dp
◆

(7.9)

It is useful to give these integrals names, I
1

(x) =
R1
�1

peipx

p2
+k2 dp and I

2

(x) =
R1
�1

eipx

p2
+k2 dp so

that Eq. 7.9 reads more easily as

" (x) =
g
2-

�
i " (0)I

1

(x) $ " 0(0)I
2

(x)
�

(7.10)

In the 1D and 2D ! problems, we quantized energy by demanding consistency of " (0) in

this equation, but here we must also do the same for " 0(0). It is tempting to di↵erentiate

under the integral sign to get an expression for " 0, but we can actually just solve for I
1

(x)

and I
2

(x) and take the derivative afterwards. I
2

(x) is solved in Section 6.2.1, and I
1

(x) is

a similarly straightforward contour integral. We use the same contour for the x > 0 case to

find

I
1

(x) = 2- i
(ik )e�kx

2ik
= i - e�kx (7.11)

A simple argument shows that I
1

(x) must be odd:

I
1

($ x) =
Z 1

�1

peip(�x)

p2 + k2

dp =

Z 1

�1

pei(�p)x

p2 + k2

dp =

Z �1

1

$ ($ p)ei(�p)x

($ p)2 + k2

($ d($ p))

= $
Z 1

�1

($ p)ei(�p)x

($ p)2 + k2

d($ p) = $ I
1

(x)

which gives us the case x < 0. And for x = 0, the observation that the integrand is odd in

p tells us that (the principal value of) I
1

(x) is 0. Then we have

I
1

(x) = sign(x)i - e�k|x| (7.12)

I
2

(x) =
-
k

e�k|x| (7.13)

where sign(0) = 0. Note that I
2

is sharp at the origin and I
1

is discontinuous, but it still

makes sense to interpret I
1

(0) and I
2

(0) as the averages of their left- and right-hand limits.

Now we have an explicit expression
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" (x) = $
g
2

✓
" (0)sign(x) + " 0(0)

1

k

◆
e�k|x| (7.14)

for " . It must, however, be well-defined for " (0) and " 0(0). Plugging in x = 0, we have

" (0) = $
g
2k

" 0(0) (7.15)

Meanwhile, we can di↵erentiate Eq. 7.14

" 0(x) =
g
2

�
k" (0) + " 0(0)sign(x)

�
e�k|x| (7.16)

by observing that e�k|x| = e�ksign(x)x. Then plugging in x = 0 yields our second consistency

condition

" 0(0) = k
g
2

" (0) (7.17)

However, when we combine this with our first condition Eq. 7.15, the k drops out, so we

don’t get a quantization condition on k. We should have expected this failure all along,

as k is a dimensional quantity (with dimensions of inverse length) while the coupling g is

unitless in the ! 0 case, unlike in the ! case where kbs inherits its units from the dimen-

sional coupling. As usual when dealing with scale-symmetric potentials, renormalization is

required to fix this problem, but unlike previous cases, there doesnÕt seem to be an obvious

way to renormalize. There is no divergent integral we can cut o↵, no finite regularization

whose limiting behavior we can fudge—just a pair of boundary conditions on our bound

state that are impossible to satisfy regardless of k.

The scattering problem has a similarly boring outcome. The calculation starts out the

same except for using +k2 as our eigenvalue in the Schrödinger equation.

$
d2

dx2

" (x) $ g! 0(x)" (x) = k2" (x) (7.18)

We perform the same manipulations as before and add in an incoming plane wave as a

reference for calculating the phase shift.
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" (x) = eikx +
g
2-

✓
i " (0)

Z 1

�1

peipx

p2 $ k2 $ i .
dp$ " 0(0)

Z 1

�1

eipx

p2 $ k2 $ i .
dp
◆

(7.19)

We have also replaced k2 with k2 + i . for small . > 0 to move the poles o↵ the real axis.

Thus we are e↵ectively taking the principal values of these integrals, which without these

adjustments would be, strictly speaking, not integrable. But recall from Chapter 6 that this

is necessary (and unproblematic) even for well-understood point interactions like the 1D

! —this is not some trick for renormalizing the coupling. Anyway, the method for solving

these integrals is essentially the same as that for solving I
1

and I
2

from the bound-state

problem, as we still have exactly one pole
0

k2 + i . in the upper-half plane. The result is

" (x) = eikx $
g
2

✓
" (0)sign(x) + i " 0(0)

1

k

◆
eik|x| (7.20)

We are close to finding the phase shift, but we must first find the values of " (0) and " 0(0).

Following the same steps as in the bound-state problem, we find

" (0) = 1 $
g
2k

i " 0(0) (7.21)

" 0(0) = ik
⇣
1 $

g
2

" (0)
⌘

(7.22)

which is an inhomogeneous 2 . 2 system that can be easily inverted to find

" (0) =
1 + g/2
1 + g2/ 4

(7.23)

" 0(0) =
ik (1 $ g/2)
1 + g2/ 4

(7.24)

Then we have, as our final scattering solution,

" (x) = eikx $
g

2 (1 + g2/ 4)
[(1 + g/2) sign(x) $ (1 $ g/2)] eik|x| (7.25)

The canonical form for a 1D scattering problem features an incoming wave, a reflected wave,

and a transmitted wave. We can identify these components in Eq. 7.25 since for x < 0,

the only right-going part is eikx, while for x > 0, eik|x| = eikx and so the whole expression
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represents a right-going wave. Thus the ratio of the transmitted coe�cient to the incoming

coe�cient is

1 $ g2/ 4
1 + g2/ 4

, R (7.26)

This is real regardless of g, so the corresponding phase shift is 0. Again, we should be

unsurprised by this result, for there is no dimensional parameter to reference the energy

dependence in a dimensionless phase shift. Some sort of renormalization must be necessary,

yet again there was not much of an opportunity to renormalize the problem.

That is, unless we change our mind about our decision to not di↵erentiate under the

integral sign. It is mathematically speaking correct to not do so in this case (which we know

because it does not give the same answer), but some authors have done so [24], perhaps to

find a regularization procedure, or perhaps because it was a mistake. Starting at Eq. 7.6

in the bound-state problem, we can check for the consistency of " 0(0), if we di↵erentiate I
1

and I
2

under the integral sign, then our expression for " 0(x) becomes

" 0(x) = $
g
2-

✓
" (0)

Z 1

�1

p2eipx

p2 + k2

dp+ i " 0(0)

Z 1

�1

peipx

p2 + k2

dp
◆

(7.27)

We know how to deal with the second integral, but the first is di�cult to solve with contour

methods. Fortunately, we only need its behavior at x = 0 to check " 0(0). Plugging in x = 0

reduces the expression to

" 0(0) =
g" (0)
2-

Z 1

�1

p2

p2 + k2

dp =
g" (0)
2-

⇥
p $ k tan�1 (p/k )

⇤1
�1

by a simple trigonometric substitution. Of course, this integral blows up when you plug in

the bounds, as expected since the integrand approaches 1. This gives us an opportunity to

renormalize by taking a large-momentum cuto↵ ⇤.

" 0(0) = " (0)
g
-

�
⇤ $ k tan�1(⇤/k )

�
(7.28)

Combining with Eq. 7.15, we get a condition on k in terms of the dimensioned renormal-

ization parameter ⇤:
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tan�1

✓
⇤

k

◆
=
⇤

k
+

2-
g2

(7.29)

Unfortunately, this has no solution for positive k and ⇤, as is apparent from a quick sketch

of the LHS and RHS as functions of ⇤/k . It is unclear how exactly to interpret this

calculation. If we allow k to be negative, then we get a unique bound-state energy of $ k2

(which is still negative). If we allow ⇤/k to intersect any branch of tan�1

�
⇤

k

�
, then we get

infinite discrete energies all the way down to $# . None of these options is particularly

appealing from a physical point of view, so we reject this form of renormalization, which

began with questionable mathematics anyway.

7.3 Gri ! ths Method

A point interaction like ! or ! 0 is no more and no less than a boundary condition on

the free-particle Hamiltonian at a particular point. In Ref. [6], David Gri�ths shows a

method of deriving the boundary condition for a point potential of the form ! n(x), where

the n indicates the nth derivative (not the n-dimensional ! function). This method is only

applicable in one dimension, hence we did not use it for the 2D ! .

We present the derivation for n = 1, i.e. for the ! 0 potential. It begins with the

Schrödinger equation

$
d2

dx2

" (x) + g! 0(x)" (x) = E" (x) (7.30)

We integrate both sides from $ . to . and find

$ (" 0(0+) $ " 0(0�)) $ g" 0(0) = 0 (7.31)

so the first boundary condition we derive is that

" 0(0+) $ " 0(0�) = $ g" 0(0) (7.32)

where we interpret " 0(0) to be the average of the left- and right-hand limits, 1

2

(" 0(0+) +

" 0(0�)). There is in fact a way to squeeze a secondboundary condition out of the Schrödinger
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equation by integrating it twice. The first time, we integrate from some fixed $ L < 0 to

an arbitrary x:

$ (" 0(x) $ " 0($ L )) + g
Z x

�L
! 0(x 0)" (x 0)dx 0 = E

Z x

�L
" (x 0)dx 0 (7.33)

The ! 0 integral must be treated slightly di↵erently than how we did at the beginning of the

chapter. The boundary terms in the integration by parts no longer vanish, because we plan

on integrating with respect to x later.

Z x

�L
! 0(x 0)" (x 0)dx 0 = [! (x 0)" (x 0)]x�L $

Z x

�L
! (x 0)" 0(x 0)dx 0 = ! (x)" (x) $ , (x)" 0(0)

The Heaviside step function appears because the integral returns " 0(0) if and only if the

interval [$ L, x ] includes 0. Then integrating Eq. 7.33 with respect to x from $ . to . yields

$ (" (0+) $ " (0�)) + g(" (0) + 0) = 0 (7.34)

since , (x) and
R x
�L " (x 0)dx 0 have continuous antiderivatives. So our final boundary condition

is

" (0+) $ " (0�) = g" (0) (7.35)

Intuitively, we can already see how these boundary conditions will not lead to a bound

state. If either " or " 0 is continuous at origin, it must in fact be 0 at the origin. All of

the solutions to $ d2

dx2 on R \ {0} are spanned by e�k|x| and x
|x| e

�k|x| where k =
0

$ E , and

neither of these two solutions satisfies either condition. However, some linear superposition

could conceivably work, so we will go ahead and prove formally that there is no bound

state. Any bound state would have to be of the form

" (x) =

(
Aekx x < 0

Be�kx x > 0
(7.36)

Applying the two boundary conditions leads to the following equations:

$ kB $ kA = $ g
1

2
($ kB + kA) (7.37)
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B $ A = g
1

2
(B + A) (7.38)

which, upon simplification and transforming into a matrix equation, becomes

✓
0
0

◆
=

✓
k(g/2 $ 1) $ k(g/2 + 1)

g/2 + 1 g/2 $ 1

◆✓
A
B

◆
(7.39)

The matrix has determinant k(g/2 $ 1)2 + k(g/2 + 1)2 = k
⇥
(g/2 $ 1)2 + (g/2 + 1)2

⇤
> 0.

So the matrix is invertible, and thus the only solution to this system is A = B = 0, which

is not a physical solution.

The scattering problem doesn’t go any better for the anomaly fans. Now with E > 0

and k =
0

E , any solution must be of the form

" (x) =

(
Aeikx + Be�ikx x < 0

Ceikx x > 0
(7.40)

representing incoming, reflected, and transmitted waves. The ! 0 boundary conditions man-

ifest themselves as

ikC $ ikA + ikB = $ g
1

2
(ikA $ ikB + ikC ) (7.41)

C $ A $ B = g
1

2
(A + B + C) (7.42)

It is straightforward to solve these equations for C/A :

C
A

=
1 $ g2/ 4
1 + g2/ 4

, R (7.43)

So the phase shift is a constant 0, which is of course independent of energy. Note that we

got the same phase shift as in the momentum-space approach without renormalization. So

we have found two distinct methods for solving the potential that give the same result: no

bound state and a transmission coe�cient of 1�g2/4

1+g2/4

. That’s a first for the ! 0! One definition

of the anomaly is a breaking of symmetry through any possible renormalization scheme,

and we have found two di↵erent approaches for deriving the same spectrum and scattering

phase shift that don’t even require renormalization. Thus we have evidence that perhaps

the 1D ! 0 is not, in fact, anomalous.
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Figure 7.2: If " is an eigenstate of some linear operator separately on R>0

and R<0

, then
$ " is on R<0

by linearity, so " ? is also an eigenstate. And clearly " 8 " ?.

7.4 Self-Adjoint Extensions

The real line has a crucial topological di↵erence from the plane in that removing a single

point breaks it into two connected components, while the plane remains connected [1]. For

R2, since wave functions are required to be continuous, wave function behavior on one side

of the origin must be related to wave function behavior on the other, despite the puncture.

Conversely, for R, the two connected pieces R>0

and R<0

can vary independently, allowing

for the creation of an orthogonal eigenstate for any given eigenstate by reflecting half the

wave function across the x-axis. Another way of thinking about this peculiarity of R \ {0}

is that a physical state can be identically 0 on half of the line while still being normalizable.

Let’s examine the hermiticity of the free-particle Hamiltonian H = $ d2

dx2 on the punc-

tured line for arbitrary boundary conditions at 0.

(%, H " ) = $
Z 1

�1
%"00dx = $

✓Z
0

�1
%"00dx +

Z 1

0

%"00dx
◆

= $
⇥
%"0
⇤

0

�

�1 $
⇥
%"0
⇤1

0

+ +

Z
0

�1
%0" 0dx +

Z 1

0

%0" 0dx

=
⇥
%0"
⇤

0

�

�1 +
⇥
%0"
⇤1

0

+ $
⇥
%"0
⇤

0

�

�1 $
⇥
%"0
⇤1

0

+ + (H %, " )

=
⇥
%"0 $ %0"

⇤
0

+

0

� + (H %, " )
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To find a self-adjoint boundary condition, we need to choose a domain such that the bound-

ary term
⇥
%"0 $ %0"

⇤
0

+

0

� vanishes if and only if %and " are in that domain. As we will see,

the space of such self-adjoint domains is parameterized by U(2) in this case instead of U(1),

so finding a fully general answer by hand is di�cult—and wouldn’t be particularly illumi-

nating, for as we saw in the 2D ! case, there is still no way to decide which self-adjoint

extensions correspond to which point interactions. But we can verify that the 1D ! and ! 0

boundary conditions we derived earlier are in fact self-adjoint boundary conditions.

7.4.1 Self-Adjointness of 1D !

It is non-controversial that the ! potential V (x) = g! (x) enforces f (0+) = f (0�) and

f 0(0+) $ f 0(0�) = gf (0). Let’s call the domain of functions satisfying this boundary con-

dition D (H ). The first half of the proof requires showing that the boundary term vanishes

when we assume both %and " are in D (H ).

⇥
%"0 $ %0"

⇤
0

+

0

� = %(0)" 0(0+) $ %0(0+)" (0) $ %(0)" 0(0�) + %0(0�)" (0)

= %(0)
�
" 0(0+) $ " 0(0�)

�
$ " (0)

�
%0(0+) $ %0(0�)

�

= %(0) (g" (0)) $ " (0)
�
g%(0)

�
= 0

We just showed that the free-particle Hamiltonian is hermitian on D (H ), but to show that

it is self-adjoint requires proving that the adjoint domain D (H ⇤) is no larger than D (H ).

So assuming " , D (H ), we want to show than the boundary term vanishing forces %to

also be in D (H ). Performing similar manipulations, using
⇥
%"0 $ %0"

⇤
0

+

0

� = 0 but not using

%, D (H ), we arrive at

" (0)
�
%0(0+) $ %0(0�) $ g%(0+)

�
= " 0(0�)

�
%(0+) $ %(0�)

�

But since this must hold for arbitrary " , D (H ), the only way for this equation to hold is

for each side to be 0—otherwise we could choose a " , D (H ) with di↵erent behavior at the

origin to break the equation that worked for a particular %, D (H ⇤). Then %(0+) = %(0�),
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and %0(0+) $ %0(0�) = g%(0), so %, D (H ). So D (H ) = D (H ⇤), i.e. H is self-adjoint with

the ! boundary condition.

7.4.2 Self-Adjointness of 1D ! 0

We also verify that the 1D ! 0 domain we derived earlier (via the Gri�ths method) is self-

adjoint. To make the derivation a little more readable, we’re going to relabel the eight

di↵erent quantities in the boundary term with capital letters:

%(0+)" 0(0+) $ %0(0+)" (0+) $ %(0�)" 0(0�) + %0(0�)" (0�) = AG $ CE $ BH + DF

Then the ! 0 boundary conditions manifest themselves as

A $ B =
g
2
(A + B )

C $ D =
g
2
(C + D )

E $ F =
g
2
(E + F )

G $ H =
g
2
(G + H )

which we can apply to the boundary term

AG $ CE$ BH + DF = AG $ BG + BG $ BH + DF $ CF + CF $ CE

= G(A $ B ) + B (G $ H ) + F (D $ C) + C(F $ E )

=
g
2
[G(A + B ) $ B (G + H ) + F (C + D ) $ C(E + F )]

=
g
2
(AG $ CE $ BH + DF )

If g -= 2, we must have AG $ CE $ BH + DF = 0, but in the case that g = 2, we can,

instead of subtracting and adding BH and CF , subtract and add AH and DE to e↵ectively

tack on a minus sign to the RHS of the first line. Thus we have proved one direction of
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self-adjointness. Without going through a similarly tedious proof, we can see the other

direction must hold because, just as in the ! case, we only “barely” got the boundary terms

to equal 0, and it required using symmetric boundary conditions on " and %.

7.4.3 DeÞciency Subspaces

Another consequence of the punctured line’s topology is that the imaginary eigenvalue

equations of the free-particle Hamiltonian give deficiency indices of &2, 2' . In particular, the

positive-i equation is

$ d2"
dx2

= i " (7.44)

and has an orthogonal pair of L 2 solutions

" +

1

(x) = eq|x|

" +

2

(x) = sign(x)eq|x|

with q = �1+ip
2

. (We choose this particular pair because it gives us a nice simplification

later.) Similarly, the eigenvalue equation for $ i has solutions

" �
1

(x) = eq|x|

" �
2

(x) = sign(x)eq|x|

Choosing these as our bases for N
+

and N�, a unitary transformation U : N
+

" N�

represented by a unitary matrix

U = ei!
✓

A B
$ B A

◆
, with 1 , [0, - ), |A|2 + |B |2 = 1

sends an arbitrary state (" +

1

+)" +

2

of N
+

to ei!
⇥
(A( + B ) ) " �

1

+
�
$ B ( + A)

�
" �

2

⇤
of N�.

The coe�cients on " �
1

and " �
2

are just the results of the matrix multiplication U
✓

(
)

◆
, where

( and ) are arbitrary complex coe�cients parameterizing an element of N
+

. Note that

although " ±
1,2 are not normalized, they all have the same norm

0
2 and so U as written still
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represents a unitary transformation. By examining how these functions and their derivatives

behave on either side of the origin in terms of U, we can derive the fully general set of

self-adjoint boundary conditions. However, to do so is very tedious, and not particularly

enlightening since we already showed by hand that the point interactions we care about are

in fact self-adjoint. We leave it to Appendix B .

7.5 Interpretation

The di↵erent approaches to the ! 0 potential are not in as firm agreement as for the 2D ! ,

but the Gri�ths boundary condition and momentum-space approach give the exact same

transmission coe�cients. Perhaps renormalization is not, then, necessary to give a well-

defined, physically sensible answer to the problem, even if it does not include a bound

state. This potential may be an example of what we asked about in the introduction: a

potential whose scale symmetry does not break under quantization/renormalization.
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Chapter 8

Applications and Conclusion

There are two broad classes of applications this type of work can have: theoretical and ex-

perimental. The theoretical application of these quantum mechanical calculations usually

lies in their function as approximations to or analogies for similar problems/concepts in

quantum field theory. But there are experimental applications as well, for we are ultimately

solving pathological quantum mechanical potentials, which in some cases can have a phys-

ical, experimental realization. Solving these potentials amounts to finding their spectra,

which is of course experimentally relevant.

8.1 Theoretical Applications

Quantum mechanical anomalies are of interest to theorists because of the importance of the

anomaly in quantum field theory. Quantum mechanics can serve as a simplifying approxi-

mation to quantum field theories, which are often rife with technical di�culties due to the

need for perturbative methods even in problems that would be straightforward in quantum

mechanics [21]. To find a bound state even of a simple quantum field theory is extremely

di�cult, and studying how renormalization allows a bound-state sector to emerge in quan-

tum mechanics can give some insight into how it ought to work in quantum field theory.

Camblong advocates for an approach involving path integrals, which, though cumbersome

to work with computationally, can capture the non-perturbative nature of bound states in

quantum field theory [20], [21].

We also lump pedagogical purposes into this category. Given how important renormal-

ization and anomalies are in quantum field theory, it is crucial to help advanced undergrad-
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uates build their intuition for these concepts. However, to do so in the context of quantum

field theory is too di�cult, and the same ideas are fairly translatable into quantum me-

chanics. Holstein strongly advocates studying quantum mechanical anomalies for this very

reason.

8.2 Experimental Applications

The three potentials we studied were presented roughly in descending order of experimental

relevance. The 3D isotropic 1/r 2 potential may be said to be unphysical, but it captures the

radial behavior of an ideal electric dipole [30]. Incidentally, the breakdown of the 1/r 2-like

behavior at short distances for a real dipole is a physical manifestation of renormalization

and therefore a good demonstration for why renormalization can be necessary. Another

physical situation in which we get a pure 1/r 2 potential is a test charge interacting with

an infinite, charged wire [30], which reduces to a 2D problem because of the cylindrical

symmetry. Additionally, unknown interactions can be studied using power law perturbative

methods, and so practically any potential of the form r�n, at least for small |n|, is important

to study—especially if it is pathological and/or involves symmetry-breaking.

The ! potential, or any point interaction in general, has heavy application in solid-state

physics [46]. It is useful as a first try at modeling a localized interaction as a part of larger

physical system, e.g. it is common to put a ! potential at each atom/molecule in a large

lattice or ensemble [45]. In problems that reduce to two dimensions, the potential becomes

pathological due to its scale invariance and no longer provides the option for a bound

state without renormalization. The renormalization parameter kbs then has to become

an experimental measurement, for there is no a priori means to determine a bound-state

energy, the way there can be for potentials with dimensioned couplings.

The ! 0 potential is, admittedly, more of a theoretical curiosity than a useful model, but

that is mostly because we don’t understand it well enough to use it as a model—not because

it is unphysical. For localized interactions, the default model is a ! potential, even though

this is just one out of infinitely many conceivable point interactions. (For example, the 1D

point interaction is parameterized by the entire unitary group U(2), even if we insist on
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self-adjointness.) In quantum field theory, perturbative methods are often necessary to get

some handle on a problem, and a natural-seeming way to expand a point interaction P(x)

would be using ! potentials and their derivatives:

P(x) =
1X

n=1

cn! (n)(x) (8.1)

where ! (n) indicates the nth derivative of the ! potential. An example of a ! 0-like interaction

is one that looks is like a localized dipole: a strong attraction immediately followed by a

strong barrier, or vice versa. But if we can’t understand the ! 0 potential in isolation, how

could it possibly be useful as a term in a perturbative expansion? Papers with new ideas

to solve and/or interpret the 1D ! 0 potential are still being published regularly today, as is

apparent from the bibliography of this thesis [8], [13], [24], [38]. It is an urgent problem to

solve precisely because, at the moment, it has no obvious application.

8.3 Conclusion

We have calculated spectra and phase shifts of three di↵erent singular, scale-symmetric

potentials using various methods of regularization, renormalization, and/or finding self-

adjoint boundary conditions. The observations from these calculations can be summarized

as follows:

• Producing a quantum anomaly inevitably requires some sort of mid-calculation fudg-

ing, or “renormalization” as it is technically called, to give a desired result based on

physical reasoning.

• The theories of how a classical symmetry can naturally break upon quantization (see

Chapter 2) do not seem to be borne out in practice: most of the time, the symmetry

breaking happens due to renormalization. The anomaly is sometimes defined as a

symmetry breaking upon quantization, and sometimes as a symmetry breaking upon

renormalization. These are not the same e↵ect, and we mostly observe the latter.

• Despite our initial doubts about the possibility of a non-anomalous scale-invariant

potential, it seems as though the 1D ! 0 potential could be said to preserve its scale
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symmetry in quantum mechanics. The momentum-space approach gives a spectrum

of E > 0, i.e. no bound state, with a real transmission coe�cient, via a pretty

smooth calculation with no unwanted infinities, as does the Gri�ths approach. It

is sometimes said that the anomaly is a symmetry breaking that occurs under any

regularization procedure, so if we have found some that preserve the scale symmetry,

by that definition we would have disproved the 1D ! 0 anomaly.

• Self-adjoint extensions are a useful way of dealing with singular potentials, but in the

case of point interactions, the scale symmetry is never really used in the definition

of the interaction. Therefore it doesn’t really make sense to say the scale symmetry

“breaks,” since it never really existed to begin with.

8.4 Future Work

There are countless loose threads dangling from this thesis, and a future thesis student

could do a lot with any of them. We mention the most urgent unresolved questions.

The problem closest to the frontier is understanding the 1D ! 0 potential. There are still

a number of ways of attacking the problem that we did not include, for example di↵erent

ways of regularizing in position space. One could use a rectangular regularization with a

dip followed by a bump

Vg,a(x) =

8
>>>><

>>>>:

0 x < $ a

$ g $ a < x < 0

g 0 < x < a

0 x > a

(8.2)

and take the limit as a " 0, g " # with g 3 1/a 2 so that the two disturbances become

! functions with inÞnite coupling in the limit. Another possible way of regularizing in

position space is to find families of smooth, exactly solvable potentials and see if there is a

way of taking a limiting case that looks like a ! 0 potential in the limit.

A big loose end that needs tying up is seeing if any of the existing examples of quantum

mechanical anomalies—or new examples—can be expressed as Esteve’s anomalous term

in the Ehrenfest theorem and/or Fujikawa’s anomalous Jacobian. We came too late to the
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realization that the heart of the anomalies issue is whether they arise due to renormalization

or due to quantization, and so we did not have time to address this question via any explicit

calculations. As to the Fujikawa characterization of the anomaly, one could investigate

whether scale transformations a↵ect the function-space measure µl+⌫ [r 2] in a way that

helps break the scale symmetry—although it is still clear from our calculation in Section

6.5 that the symmetry breaks mostly due to dimensional regularization. As to Esteve’s

characterization, one could see whether in our examples the operator D leaves the domain

of the Hamiltonian invariant, since that is the conserved quantity corresponding to scale

symmetry.
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Appendix A

1D ! Õ Calculation Details

Here we present the details of calculations that were too lengthy for the body of the paper,

in particular ones relevant to the 1D ! ’.

Any bound state must solve the Schrödinger equation in each region and be normalizable,

and hence is of the following form:

" (x) =

8
><

>:

Ae⇢x if x < $ a

Be⇢x + Ce�⇢x if $ a < x < a

De�⇢x if x > a

(A.1)

But we must also enforce four boundary conditions. Two are for continuity of " at $ a and

a, and the other two are for particular step discontinuities in " 0 at $ a and a given by the

! potentials.


$"
$x

�± a+

± a�
= ±g" (±a) (A.2)

Applying these boundary conditions to Eq. A.1 yields

1. Ae�⇢a = Be�⇢a + Ce⇢a

2. B 0e�⇢a $ C0e⇢a $ A0e�⇢a = $ gAe�⇢a

3. Be⇢a + Ce�⇢a = De�⇢a

4. $ D0e�⇢a $ B 0e⇢a + C0e�⇢a = gDe�⇢a

Since this system is linear in A, B, C, and D , we can use what is e↵ectively Gaussian

elimination to find which 0 give non-trivial solutions, i.e. to find the energy quantization
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condition. If we are just interested in the energy, a shortcut is to set the determinant of

the system equal to 0 and solve for 0, because only singular matrices M have nontrivial

solutions to M #x = #0 and a physical wave function cannot have A = B = C = D = 0. We

do this first to find the energy:

0 =

��������

e�⇢a $ e�⇢a $ e⇢a 0
(g $ 0)e�⇢a 0e�⇢a $ 0e⇢a 0

0 e⇢a e�⇢a $ e�⇢a

0 $ 0e⇢a 0e�⇢a $ (0+ g)e�⇢a

��������
= e�4⇢a

�
$ g2 + e4⇢ag2 $ 4e4⇢a02

�

*+ g2 = e4⇢a
�
g2 $ 402

�

*+ e�4⇢a = 1 $
✓
20
g

◆
2

This recovers the energy quantization condition we used in Chapter 7, and, again, fixing

0 = 0bs to some finite, positive value forces g2a constant in the limit. Then 0 = g2a is that

constant, which we can also consider to the be renormalized, or dimensionally transmuted,

coupling.

The 0 = 0 solution, as follows immediately from (1) and (3), is special in that A = D = 0,

so in the limit we have the non-physical 0 function as our bound-state wave function. In

fact, we have the 0 function even before taking the limit, as B +C = 0, so all three regions

are identically 0. (We still get non-trivial solutions to the matrix equation, because the

determinant is zero for 0 = 0, and they are of the form B = $ C.)

But we would also like to know the bound-state wave function for general 0, which

requires the full elimination process. We start by manipulating (1) and (2) to show that

A = B + Ce2⇢a and A = 0B�Ce2⇢a

⇢�g , which can be combined to find

B = Ce2⇢a

✓
20
g

$ 1

◆

Then we can combine with (3) to relate C to D :

D = C

e4⇢a

✓
20
g

$ 1

◆
+ 1

�

Then, finally, we find the ratio A/D by using (1) and replacing B and C with expressions

involving D :
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A
D

=
e2⇢a

⇣
2⇢
g

⌘

e4⇢a
⇣

2⇢
g $ 1

⌘
+ 1

=
20e2⇢a

20e4⇢a + g (1 $ e4⇢a)
=

20e2⇢a

20e4⇢a + g ($ 40a +O(a2))
" 1

And thus we get the symmetric bound state as promised in Chapter 7.

For the scattering problem, we solve the same boundary conditions but for a positive-

energy, non-normalizable solution:

" (x) =

8
><

>:

Aeikx + Be�ikx if x < $ a

Ceikx + De�ikx if $ a < x < a

F eikx if x > a

(A.3)

We compute the phase shift at the origin by finding the complex argument of F/A . We

apply the four boundary conditions, which manifest themselves as

1. Ae�ika + Beika = Ce�ika + Deika

2. Cike�ika $ Dike ika $ Aike�ika + Bike ika = $ g
�
Ae�ika + Beika

�

3. Ceika + De�ika = F eika

4. F ike ika $ Cikeika + Dike�ika = gFeika

If we set A = 1, we have 4 equations and 4 unknowns, and we focus on solving for F in

terms of a, g and k. We can manipulate (4) to give

F
⇣

ikeika $ geika
⌘
= Cikeika$ Dike�ika =+ F =

Cikeika $ Dike�ika

ikeika $ geika
=

1

1 $ g
ik

⇣
C $ De�2ika

⌘

Then we need (3) to relate C and D :

Ceika = F eika $ De�ika =+ C = F $ De�2ika

So now we have a new equation with just F and D :
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F =
1

1 $ g
ik

⇣
F $ De�2ika $ De�2ika

⌘

=+ F
✓
1 $

1

1 $ g
ik

◆
=

1

1 $ g
ik

⇣
$ 2De�2ika

⌘

=+ F =

1

1� g

ik

�
$ 2De�2ika

�

⇣
1 $ 1

1� g

ik

⌘ =
$ 2De�2ika

�g
ik

=
2ik
g

De�ika

Now we find D in terms of B (and F , unfortunately) using (2).

Cike�ika $ Dike ika $ ike�ika + Bike ika = $ g
⇣

e�ika + Beika
⌘

=+
⇣

F $ De�2ika
⌘

ike�ika $ Dike ika $ ike�ika + Bike ika = $ g
⇣

e�ika + Beika
⌘

=+ D
⇣

$ ike�3ika $ ikeika
⌘
= ike�ika $ Bike ika $ g

⇣
e�ika + Beika

⌘
$ F ike�ika

=+ D =
ike�ika $ Bike ika $ g

�
e�ika + Beika

�
$ F ike�ika

$ ike�3ika $ ikeika

=
$ e�2ika + B + g

ik

�
e�2ika + B

�
+ F e�2ika

1 + e�4ika

=
1

1 + e�4ika

⇣
B
⇣
1 +

g
ik

⌘
+ F e�2ika + e�2ika

⇣ g
ik

$ 1
⌘⌘

Now we use (1) to find B in terms of D and F . We also use (3) in the third equals sign.

B = Ce�2ika + D $ e�2ika = e�2ika
⇣

C + De2ika
⌘

$ e�2ika = e�2ika
⇣

F $ De�2ika + De2ika
⌘

$ e�2ika

= D
⇣
1 $ e�4ika

⌘
+ F e�2ika $ e�2ika

If we plug this back into our previous expression for D , we get
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D =
1

1 + e�4ika

h⇣
D
⇣
1 $ e�4ika

⌘
+ F e�2ika $ e�2ika

⌘⇣
1 +

g
ik

⌘
+ F e�2ika + e�2ika

⇣ g
ik

$ 1
⌘i

=+ D
⇣⇣

2 +
g
ik

⌘
e�4ika $

g
ik

⌘
= F e�2ika +

g
ik

F e�2ika $ e�2ika $
g
ik

e�2ika

+ F e�2ika +
g
ik

e�2ika $ e�2ika = F e�2ika
⇣
2 +

g
ik

⌘
$ 2e�2ika

=+ D =
F e�2ika

�
2 + g

ik

�
$ 2e�2ika

�
2 + g

ik

�
e�4ika $ g

ik

Then plugging into our relationship between F and D ,

F =
2ik
g

e�ikaF e�2ika
�
2 + g

ik

�
$ 2e�2ika

�
2 + g

ik

�
e�4ika $ g

ik

=+ F

 
1 $

2ik
g

e�ika e�2ika
�
2 + g

ik

�
�
2 + g

ik

�
e�4ika $ g

ik

!
=

2ik
g

e�ika $ 2e�2ika

�
2 + g

ik

�
e�4ika $ g

ik

=+ F
✓⇣

2 +
g
ik

⌘
e�4ika $

g
ik

$
2ik
g

e�ikae�2ika
⇣
2 +

g
ik

⌘◆
=

$ 4ike�3ika

g

=+ F =
$ 4ike�3ika

g
1�

2 + g
ik

�
e�4ika $ g

ik $ 2ik
g e�ikae�2ika

�
2 + g

ik

�

=
$ 4ik

g
⇣�

2 + g
ik

�
e�ika $ g

ike3ika $ 2ik
g

�
2 + g

ik

�⌘ =
4k

g
⇣�

2i + g
k

�
e�ika $ g

ke3ika + 4k
g $ 2i

⌘

=
4k

g2

k e�ika + 2gie�ika $ g2

k e3ika + 4k $ 2gi
=

4k

4k + g2

k (e�ika $ e3ika) + i2g (e�ika $ 1)

=
1

1 + g2

4k2 (e�ika $ e3ika) + i g
2k (e

�ika $ 1)

Now letting a be small,

F =
1

1 + g2

4k2 ($ 4ika) + i g
2k ($ ika)

=
1

1 + ga
2

$ g2ai
k

This corresponds to a phase shift of

tan(%) =
g2a
k

1 + ga
2

"
0bs
k

as a " 0, g " # since ga " 0
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Appendix B

Self-Adjoint Extensions On R \ {0}

We stay completely general for now, even though it is unsightly, because we want to derive

the family of all possible self-adjoint boundary conditions for the punctured line.

The next step is to find the left- and right-hand limiting behaviors of elements of the

self-adjoint domain

D (TU) = {%+ %
+

+ U%
+

| %, D (T), %
+

, N
+

} =

=
�

%+ (" +

1

+ )" +

2

+ ei!
⇥
(A( + B ) ) " �

1

+
�
$ B ( + A)

�
" �

2

⇤
| %, D (T), ( , ) , C

 

where TU is the self-adjoint extension of T = $ d2

dx2 corresponding to U , represented by U

relative to the bases {" +

1

, " +

2

} and {" �
1

, " �
2

} of N
+

and N� respectively. In the original

domain, we require that wave functions vanish at 0, so the behavior of an arbitrary " ,

D (TU) is

" (0+) = ( + ) +ei!
⇥
(A( + B ) ) + ($ B ( + A) )

⇤
= (1+Aei! $ Bei!)( +(1+Bei!+Aei!))

" (0�) = ( $ ) +ei!
⇥
(A( + B ) ) $ ($ B ( + A) )

⇤
= (1+Aei!+Bei!)( +($ 1+Bei!$ Aei!))

" 0(0+) = q( +q) +ei!
⇥
q(A( + B ) ) + q($ B ( + A) )

⇤
= (q+qAei!$ qBei!)( +(q+qBei!+qAei!))
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" 0(0�) = $ q( +q) +ei!
⇥
$ q(A( + B ) ) + q($ B ( + A) )

⇤
= ($ q$ qAei!$ qBei!)( +(q$ qBei!+qAei!))

A general set of boundary conditions relates the discontinuities of " and " 0 at 0 to the

average values of " and " 0 at 0. For example, the boundary conditions for the $ g! potential

can be derived from the Schrödinger equation to be

" (0+) $ " (0�) = 0

" 0(0+) $ " 0(0�) = $
g
2
(" (0+) + " (0�))

We can solve for the most general self-adjoint boundary conditions given by the set of

self-adjoint extensions by writing �" (0) = X " (0) + Y" 0(0), �" 0(0) = X 0" (0) + Y 0" 0(0)

and solving for X, Y, X 0, and Y 0 in terms of A, B , and ei!. To do so is a tedious but

straightforward process of rearranging our expressions for " (0± ) and " 0(0± ) and solving a

2x2 linear system. For starters, we can add/subtract those expressions to get

" (0+) $ " (0�) = $ 2(Bei!)( + 2(1 + Aei!))

" 0(0+) $ " 0(0�) = 2(q+ qAei!)( + 2(qBei!))

1

2
(" (0+) + " (0�)) = (1 + Aei!)( + (Bei!))

1

2
(" 0(0+) + " 0(0�)) = $ (qBei!)( + (q+ qAei!))

Demanding �" (0) = X " (0) + Y" 0(0) as a general boundary condition means it must hold

for all ( , ) , C.

" (0+) $ " (0�) = X
1

2
(" (0+) + " (0�)) + Y

1

2
(" 0(0+) + " 0(0�))

*+ $ 2(Bei!)( + 2(1 + Aei!)) = X
⇥
(1 + Aei!)( + (Bei!))

⇤
+ Y

⇥
$ (qBei!)( + (q+ qAei!))

⇤

*+ X (1 + Aei!) + Y ($ qBei!) = $ 2Bei!

and X (Bei!) + Y (q+ qAei!) = 2(1 + Aei!)
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A simple 2 x 2 matrix inversion allows us to find

✓
X
Y

◆
=

1

q+ 2Re(qA)ei! + qe2i!

✓
$ 2Bei!(q+ qAei!) + 2qBei!(1 + Aei!)

2 + 4ei!Re(A) + 2e2i!

◆

And similarly, demanding �" 0(0) = X 0" (0) + Y 0" 0(0) yields

✓
X 0

Y 0

◆
=

1

q+ 2Re(qA)ei! + qe2i!

✓
2q+ 4Re(A)ei! + 2q2e2i!

$ 2Bei!(q+ qAei!) + 2qBei!(1 + Aei!)

◆

Although unpleasant to read, we have derived the fully general set of boundary conditions

for this problem in terms of the unitary matrix corresponding to the self-adjoint extension.

There is, however, no way to decide, without external motivation, which of these self-adjoint

extensions corresponds to ! 0. All this accomplishes is to enumerate all of the possible legal

boundary conditions, and it’s for us to figure out which physically ought to correspond to

which point interactions.
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