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Frustrated phases under three-dimensional

confinement simulated by a set of coupled

Cahn–Hilliard equations†

Edgar Avalos,*a Takeshi Higuchi,*b Takashi Teramoto,*c Hiroshi Yabu*a and

Yasumasa Nishiura*a

We numerically study a set of coupled Cahn–Hilliard equations as a means to find morphologies of diblock

copolymers in three-dimensional spherical confinement. This approach allows us to find a variety of energy
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minimizers including rings, tennis balls, Janus balls and multipods among several others. Phase diagrams

of confined morphologies are presented. We modify the size of the interface between microphases
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to control the number of holes in multipod morphologies. Comparison to experimental observation by

transmission electron microtomography of multipods in polystyrene–polyisoprene diblock copolymers
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is also presented.



1 Introduction

Diblock copolymers involve two diﬀerent chemical species bound

together through covalent bonding. When these dual units interact

with one another in large numbers, the interplay between attractive

and repulsive forces gives rise to a plethora of self-organized

morphologies. Three-dimensional confinement of these systems

further restricts the degrees of freedom, breaking the symmetry of

the structure and resulting in novel morphologies.1–5 Among the

different types of three-dimensional confinements, cylindrical2,3,6–27

and spherical11,28–39 confinements have been extensively studied

with the aim of developing diverse technological applications

such as the design of nanoreactors40–43 and sophisticated vehicles

possessing a rich internal structure for drug delivery,44–51 among

others.52–56

The eﬀects of restricting the degrees of freedom in nanoparticles with internal structure in three-dimensions (3D) have

been studied in a number of recent experiments, highlighting

the eﬀects of spherical confinement of diblock copolymers.57–61

In numerical studies, while confinement of copolymers has been

extensively investigated with the assistance of probabilistic

methods11,28,62–64 and cell dynamics simulation,34,65–67 still little

is known on how confined morphologies are directly related

to the parameters of a free energy functional. The aim of the

a
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present work is to investigate a model based on a set of coupled

Cahn–Hilliard equations to study confined copolymers. This

qualitative model based on a small number of parameters and

coupling constants turns out to be robust enough to predict

many kinds of possible morphologies and offers a guideline of

how the system behaves dynamically when parameters are varied.

Applications to copolymers based on the Cahn–Hilliard equation

for 3D systems in bulk can be found in ref. 68–70. In ref. 70 the

authors characterize a number of area-minimizing morphologies

including spheres in which one component of a diblock copolymer

is surrounded by the other component. In the present work we

deal with a mixture of a homopolymer and a copolymer which

undergoes a phase transition that produces sphere-like particles

of the copolymer surrounded by a matrix of the homopolymer.

Similarly as in the case of phase field models to solve interfacial problems,71–73 the proposed approach has the following

advantages: firstly, by integrating a set of coupled partial differential

equations for the whole system, we avoid the explicit treatment

of the boundary conditions at the interface between a confined

copolymer and its surroundings. Secondly, this method naturally

allows for any topological change on the surface of the confined

copolymer and thirdly, this approach enables us to selectively

control the interaction between the confined copolymer and

the confining surface.

Typical examples of morphologies in block copolymer nanoparticles revealed by scanning transmission electron microscopy

(STEM)74,75 are shown in Fig. 1(a1–a4). Diblock copolymers used

in the experiments prefer to form flat interfaces because they

possess similar volumes of PS and PI segments. Additionally, the

interaction between the surface of particles and the outer

matrices (i.e., water) exerts an influence on the morphology of
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2 Experimental and

theoretical methods

2.1



Preparation of block copolymer nanoparticles



Diblock copolymers composed of polystyrene (PS) and polyisoprene (PI) segments with similar segment volumes of PS and PI

were purchased from Polymer Source, Inc. (Dorval, Quebec,

Canada). The molecular characteristics of these copolymers are

summarized in Table 1. The block copolymers were dissolved in

tetrahydrofuran (THF, with stabilizer, Wako Pure Chemical

Industries, Ltd, Japan) at concentrations of 0.1 g L1. Deionized

water (2 mL) was then added to 1 mL of each block copolymer

solution with stirring. THF was gradually evaporated at constant

temperatures ranging from 10 1C to 25 1C for over 2 days, and the

block copolymer precipitated as nanoparticles in water.

2.2 TEM, STEM, and TEMT observation of block copolymer

nanoparticles



Fig. 1 (a1–a3) STEM images of confined block copolymer nanoparticles.

(a4) A three-dimensional reconstructed image of PS component in a helix

nanostructure (STEM image of helix is not shown). (b1–b4) Isosurfaces of

the numerical solution of coupled Cahn–Hilliard eqn (3) and (4) with the PS

and PI phases shown in blue and green, respectively. The PS (c1–c4) and PI

(d1–d4) PS phases of the particles are shown separately. (c2) A transparency

value in the blue domain has been added to show the inner structure of the

particle. (a4) Is adapted from ref. 60. Simulation parameters of (b–d) can be

found in the ESI.†



particles. This situation is illustrated in Fig. 1(a1), in which the

nanoparticle acquires a unidirectionally stacked lamellar structure because the PS and PI segments are equally attracted

to water. When the preference of one polymer segment for

water increases, the lamellar layers curl over the particle surface

(Fig. 1(a2)). A different situation occurs when one polymer

segment (PI in this case) interacts strongly with water. This

results in the assembly of nanoparticles with an onion-like

structure (Fig. 1(a3)). Interestingly, the three-dimensional confinement of particles induces the formation of frustrated phases when

the particle diameter is sufficiently small in comparison to the

period of lamellar structures in bulk. Transmission electron

microtomography (TEMT) reveals a nanoparticle possessing

a PS phase composed of a helical structure at the surface and

a spherical core (Fig. 1(a4)). In this paper we propose a theoretical model that successfully reproduces the experimental

results when the appropriate values of parameters are selected

(Fig. 1(b1–d4)).

This work is organized as follows. Section 2 outlines the

experimental methods, theoretical model and numerical details.

Free energy and phase diagrams for diﬀerent systems along with

comparison between experiments and simulation results are

presented in Section 3. We close with some concluding remarks.
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Block copolymer nanoparticles were stained with OsO4 for several

hours. After staining, the nanoparticles were collected by centrifugation (12 000 rpm, 5 1C, 15 min) and washed three times with

water. Then, the stained nanoparticles were redispersed in water by

ultrasonication and drops of the dispersion were placed onto Cu

grids with elastic carbon membranes (Okenshoji Co., Ltd, Japan).

Phase-separated structures in nanoparticles were observed using

a transmission electron microscope (TEM) (JEM-2200FS, JEOL Co.

Ltd, Japan) and a STEM (HD-2000, Hitachi High-Technologies

Corporation, Japan) operated at 200 kV. TEMT of block copolymer

nanoparticles was carried out using a JEM-2200FS. A series of TEM

images were acquired by tilting from 751 at 11 angular intervals.

TEM images were aligned by the fiducial marker method using Au

nanoparticles deposited on a supporting membrane. After aligning,

the series of the TEM images was reconstructed using a filtered

back projection algorithm (FBP).74,75

2.3



Model and numerical details



Here we give a summary of the theoretical model. The details of

the derivation are available in the ESI.† To describe confined

copolymers, let us consider the mixture of two systems. The first

system is a blend of an AB diblock copolymer and a homopolymer defined throughout the spatial domain by order parameter

u, which acquires values from the interval [1,1]. The ending

points of this interval correspond to a homopolymer rich domain

(1) and a copolymer rich domain (+1). Order parameter u

represents the macrophase separation with a phase boundary

that can be understood as a confining surface. This confining

surface arises naturally to separate the homopolymer phase

from the copolymer phase.



Table 1



Molecular characteristics of polymers



Name



Mn(PS) [kg mol1]



Mn(PI) [kg mol1]



Mw/Mn



fPI



PS–PI-1

PS–PI-2

PS–PI-3

PS–PI-4



45

201.8

135

700



31

210

131

850



1.05

1.13

1.10

1.15



0.44

0.54

0.52

0.58
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The second system is described by order parameter v, which

defines the state of the AB diblock copolymer and it also acquires

values from the interval [1,1] with ending points corresponding

to A and B, respectively. To set an example, if we assume that the

copolymer component is constituted by hydrophilic block A and

hydrophobic block B, then the ending points of the interval

correspond to the hydrophilic rich domain and the hydrophobic

rich domain. When the two systems above mentioned interact

with one another, a macrophase separation described by u occurs

and then a microphase separation takes place inside the separated

domain, which in turn is described by v.

The dynamics of the state of these two mixed systems evolves

to minimize the value of an energy functional like in the following

expression:

F  Feu ;ev ;s ðu; vÞ



ð  2

2

eu

ev2

s

jruj2 þ jruj2 þ Wðu; vÞ þ ðDÞ1=2 ðv  vÞ dr;

¼

2

2

2

O

(1)

where



Wðu; vÞ ¼



2  2

2

u2  1

v 1

þ

þ auv þ buv2 þ gu2 v

4

4



(2)



In eqn (1), O is a smooth bounded domain in RN. Here we

focus on three-dimensional confinement and thus N = 3.

Parameters eu and ev are proportional to the thickness of the

propagating fronts of each component. These parameters control

the size of the interface between macrophases and microphases.

For instance, if we set (eu,ev) = (0.01,0.02), then the u-component

rapidly changes in the interface region compared with that of the

v-component. v% is the mass ratio between two polymers.

The parameter s is inversely proportional to the square of the

total chain length N of the copolymer.70 This parameter is related

to the bonding between block A and block B in the copolymer

and therefore it is a measure of the connectivity between the two

polymers that constitute the copolymer chain. This connectivity

prevents the copolymer from forming a large macroscopic

domain and thus s brings about a variety of minimizers with a

fine structure. Then two cases are in order. Firstly, if s = 0 then

there is no bonding, which means that there is not a non-local

term in eqn (1) and in such a case the first term in the energy

functional minimizes the free energy simply by separating

macrophases into copolymer and homopolymer domains. In this

scheme, u describes the system with s = 0, which undergoes

macrophase separation into fully separated domains. Secondly, if

s a 0 then we have microphases within the copolymer and

diﬀerent morphologies will arise. The v-component describes the

system with s a 0, which undergoes microphase separation

within the copolymer domain. We set s a 0 in order to turn on

the long range interactions in eqn (1), which are needed to have

particles with a fine structure, such as layers or onions among

others.

In the original formulation of the energy functional for the

problem with one component, T. Ohta and K. Kawasaki76,77 used

Green functions to represent long-range interactions. Y. Nishiura
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and I. Ohnishi78 introduced an elegant formulation using the

fractional power of the Laplace operator, which is more suitable

for variational problems. Unlike the local operator r, which

considers only interactions between neighboring positions,

the non-local operator (D)1/2 requires to be evaluated over

the entire domain O to correctly account for long-range

interactions.

In the present work we consider the Ohta–Kawasaki energy

functional for a mixture in bulk as is described in eqn (1). The

double-well potential in eqn (2) represents two different possible

states in a phase transition, 1 or +1. This function has two

dimensions and coupling parameters a, b and g. We set g = 0.

It should be noted that the coupling parameters alter slightly the

(u,v)-values of the minima of W(u,v) from the ideal values of 1.

The coupling parameter a causes symmetry-breaking between

microphase separated domains and by changing its value we are

able to control the interaction between the confined copolymer

and the confining surface. To understand how coupling parameter

a affects confined morphologies, Fig. 2 shows contour plots of

W(u,v) for different values of a. If a = 0, the contour lines in

Fig. 2(a) are symmetrical, which indicates that u has equal

preference for any value of v, either positive or negative. At points

P2 and P3 where (u,v) takes values (1,1) and (1,1), respectively,

the well-potential has the same value. This case might be

considered to be equivalent to a confining surface with equal

preference for either block A or block B, as is the case of the

layered morphology in Fig. 1(b1). A layered particle in one

dimension is constituted by an oscillatory v-component bounded

by the u-component as described in Fig. 2(b). Points P2 and P3 at

the particle surface correspond to locations of a rich copolymer

domain where u = 1. The particle is confined within a boundary

defined by this value of u. Both positive and negative values of v

of this layered particle are equally able to reach the confining

surface because a = 0. Conversely, if a a 0 then the contour plot is

asymmetrical, as is shown in Fig. 2(c), and thus the preference of

u for v depends on whether v is positive or negative. a a 0 would

be appropriate to simulate a confining surface with preference

for A or B. This is the case of onions (see Fig. 1(b3)), spirals and

alike. The coupling parameter b affects the free energy depending

of the value of u, as v2 4 0. For most cases presented here, u% o 0

and thus the energy term involving b in eqn (2) increases or

decreases the double-well when b o 0 or b 4 0, respectively.

The associated Euler–Lagrange system of equations corresponding to the mixed system are two coupled Cahn–Hilliard

equations, as follows:

tu ut ¼ D



 

dF

du



(3)



= D{eu2Du + (1  u)(1 + u)u  av  bv2}

 

dF

tv vt ¼ D

dv



(4)

(5)



= D{ev2Dv + (1  v)(1 + v)v  au  2buv}  s(v  v% )

(6)
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Fig. 2 (a and c) Energy contour plot of W(u,v) in eqn (2). (b) Schematic figure of confined particle in one dimension. (a) a = 0 (symmetric plot). In this case

u has equal preference for v o 0 or v 4 0. P1, P2 and P3 are locations where (u,v) are, respectively, (1,0), (1,1) and (1,1). P2 and P3 are located at the

boundary within which a particle is confined. (b) Confined layered particle in one dimension. This is the case of a = 0 where the confining surface has

equal preference for v o 0 or v 4 0. Note that the confining surface defined by u is not rigid but rather it adopts the undulations of v at the surface of the

particle. (c) a a 0 (asymmetric plot). In this case u has a diﬀerent preference for v o 0 or v 4 0.



where F is defined in eqn (1), and parameters tu and tv are time

constants to control the speed at which parameters u and v move.

To set an example, in non-dimensional units, (tu,tv) = (1,100)

means u moves faster than v, that is to say, after the macrophase separation process occurs, microphase separation takes

place inside the separated domain.

Eqn (4) and (6) constitute a mixture of two systems: one with

s = 0 and the other with s a 0. The former represents the

separation into two domains or macrophases and the boundary

between these two domains is a closed surface, which plays the

role of a confining space containing the other system inside.

The latter system with s a 0 can evolve to form microphases in

the copolymer domain. This approach permits us to solve the

problem by integrating a set of equations for the whole system,

thus avoiding the explicit treatment of the boundary conditions

at the interface between copolymer and homopolymer domains.

The system of eqn (4) and (6) are coupled to one another,

and therefore both order parameters u and v coexist in the

simulation cell.

2.3.1 Computational details. To integrate eqn (4) and (6) we

employ a variation of a linear implicit scheme discussed in ref. 79

and 80. To treat nonlinearities in these expressions, we split the

cubic term into the product of a quadratic term related to the

state of the system at the present time step and a linear term

related to the state of the system at the next time step. This

scheme allows relatively large time steps (Dt B 0.01) and

is numerically stable. For the simulation cell we use cubic

64  64  64 and 128  128  128.

We select the values for the parameters of the model

presented above and then numerically solve the coupled system

of eqn (4) and (6), which guarantees to produce morphologies of

minimum free energy when the simulation time is long enough.

Depending on the system size and parameters, typically we

employ between 10 000 and 90 000 simulation cycles in such a

way that the system would not significantly change. We start from

a random configuration around some mean value and then we let

the system evolve with time. Periodic boundary conditions are



5908 | Soft Matter, 2016, 12, 5905--5914



employed in the X–Y- and Z-axes of the lattice box. In what follows

we present our results.



3 Results and discussion

3.1



Basic examples of confined diblock copolymers



Morphologies obtained from solving eqn (4) and (6) are defined

by order parameters u and v. The visualization process consists of

then placing isosurfaces at suitable values of u and v. A closed

isosurface of u plays the role of a confining space to separate

copolymer and homopolymer domains. Similarly, an isosurface

of order parameter v separates microphases within the copolymer.

As a color code for v o 0 and v 4 0 we use blue and green,

respectively. If we assume that the copolymer component is

constituted by hydrophilic blocks A and hydrophobic blocks B,

then the portion of v in blue represents the hydrophilic domain

and portion in green represents the hydrophobic domain. For

simplicity the isosurface for u is fully transparent, so it does not

appear in figures. It is worth mentioning that morphologies are

confined in closed surfaces.

We start by showing some examples in a 64  64  64 lattice.

Fig. 3(c1–c4) shows results obtained using different parameter

sets. The values of the free energy of morphologies are estimated

in each case by adding the terms of the energy functional in

eqn (1). A natural question to ask is which of these morphologies

is energetically more favorable. It is reasonable to expect that

weak bonding (small value of s) leads to morphologies with small

values of energy. We noticed that among the morphologies

studied for the cube of size 64, a Janus particle (Fig. 3(c1)) has

the lowest value of free energy. In this figure, the confining

surfaces of both Janus and tennis particles (Fig. 3(c2)), have

equal preference for positive and negative values of the copolymer

domain because in both cases a = 0. The difference in the first two

morphologies is that the Janus particle has the smallest value of s.

In the cases of ring (Fig. 3(c3)) and layered morphology (Fig. 3(c4)),

both particles have equal values of a and s, but ring has a larger
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Fig. 4 Phase diagram for cubic 64  64  64 lattice. Free energy increases in

the direction of brighter color intensity. (eu,ev) = (0.05,0.05), (u,%

% v) = (0.5,0.0).

L = 1. For s = 60 we use L = 1.05 to correct for size-dependent free energy.

The system evolves 10 000 cycles and we record configurations with the

least energy. Typical morphologies are shown.



Fig. 3 (a1–a3) TEM images of a confined block copolymer. (a4) STEM

image. (b1–b3) Three-dimensional reconstructed images of nanoparticles

with PS and PI phases shown in blue and green, respectively. (a1 and a2) are

adapted from ref. 81 and (b3) is adapted from ref. 60. (c1–c4) Isosurfaces of

the numerical solution of coupled Cahn–Hilliard eqn (4) and (6) with the PS

and PI phases shown in blue and green, respectively. Simulation parameters:

(c1) s = 40, a = 0.0, tv = 1, F = 0.2551; (c2) s = 60, a = 0.0, tv = 1, F = 0.2787;

(c3) s = 60, a = 0.01, tv = 100, F = 0.2699; (c4) s = 60, a = 0.01, tv = 1,

F = 0.2780.



value of tv, which leads to a slower evolution of the microphase

separation in comparison to the speed at which the macrophase

separation takes place.



3.2



Phase diagram of confined diblock copolymers



In this section we present a systematic survey of the parameter

space and the corresponding phase diagrams, along with configuration energies for diﬀerent morphologies.

3.2.1 Phase diagram for small cubic lattices. Small systems

are important to consider because frustration eﬀects are more

noticeable in small confining enclosures. Fig. 4 shows a phase

diagram for a cubic 64  64  64 lattice, which can be considered

small enough, as strong frustration eﬀects are present in this

system size. Three realizations were used to construct this phase

diagram, each one starting from a diﬀerent initial condition,

namely, tennis, ring and layer configuration. These morphologies

are shown in Fig. 3(c2–c4). The reason behind choosing these

three initial morphologies is that they seem to appear more often

when we probe the system using different parameter sets. There

is some freedom to choose the initial conditions of the phase

diagram because the model eqn (4) and (6) guarantee that the

system will eventually settle down in its preferred state. To illustrate

this approach let us consider an example. When we initialize the
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simulation using the layer morphology as initial conditions, we

consider that this is a minimizer candidate of the system because

this morphology persists even when we initialize the simulation

from, say, multipods.

According to the survey, the most common minimizers in this

phase diagram are stacked layers (left hand side in Fig. 4) and

multipods or k-noids (right hand side). Multipods are structures

in which a component with v o 0 and having several holes,

surrounds another component with v 4 0 which has several pods

that pass through the holes of the first component. Rings can

be regarded as a 2-noid morphology. Tennis ball and onion also

appear in some regions of the phase diagram. Around the boundary

between the two regions of the phase diagram, transition from one

morphology to another one occurs gradually.

There are some unusual morphologies like bent ring (see the

top central area in Fig. 4). This deformation might be caused by

the mismatches between the characteristic length of the candidate

morphology and the system size. To avoid these mismatches, we

need to find suitable system sizes for each candidate morphology.

It is possible to evaluate the energy values of candidate morphologies

by controlling the system size at each point on the phase diagram,

i.e., finding the least energy point with respect to the system size.

This in principle could allow us to remove deformations from the

typical shape of morphologies. The cell size for this system size in

most cases is L = 1. In the case of bent ring, we assessed several

values of the cell size about L = 1. Interestingly, bent morphologies

persist even when lower values of free energy were achieved. We used

L = 1.05 in other cases to assess the size-dependent free energy,

thence we make sure that data on the phase diagram are consistent.

3.2.2 Phase diagram for medium cubic lattices. Fig. 5

shows a phase diagram for the cubic 128  128  128 lattice.

Similarly as in the previous section, three realizations were

used to construct this phase diagram, each one starting from a

diﬀerent initial condition, namely multipod, onion and stacked

layer configurations. These morphologies seem to appear more
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often in this system size. For the most part of this phase

diagram, the cell size is set to L = 1. To make sure all data in

the phase diagram remain consistent, in a few cases we used

L = 1.01, 1.02 and 1.03 to account for size-dependent free energy

values.

The most common minimizers in this phase diagram are

stacked layers (left hand side in Fig. 5) and onions (right hand

side). Ring and tennis ball morphologies are no longer present

because some frustration eﬀects dwindle when the system size is

increased.

Notice that in the case of layered particles, the number of layers

increases with s. To explain this behavior we recall that s has an

enlarging eﬀect on the area of the interfaces. Thus to increase

the total interface area, confined particles have no option but to

increase the number of layers when s increases.

Onions are found in a wide region of the phase diagram.

In experiments it is possible to have an onion-like structure with

as few as 2 or 3 layers. The multilayered onion shown in Fig. 1(b3)

requires a larger system size to grow several concentric layers.

Onion-like morphology is easily obtained for asymmetric composition with large values of a.

In addition to describing how morphologies are distributed in

the parameter space, the contour plot in Fig. 5 also shows that

free energy increases with s. This increase is because the term

containing s in the energy functional is additive. Nonetheless,

increasing s results in progressively smaller increments of free

energy (Fig. 6(a)). Some typical morphologies are shown as well.

On the other hand, increasing a leads to progressively smaller

values of free energy (Fig. 6(b)). In other words, increasing a leads

to morphologies that are energetically more stable. The reason

for this is because the mean value of v is zero and u% o 0. Thus,

the contribution of the term involving a to the well-potential in

eqn (2) becomes negative for a 4 0. This explains why onions

typically have lower energy than layered morphologies.



Fig. 6 (a) Free energy as a function of s. From top to bottom, a = 0.0,

0.01, 0.02, 0.04, 0.08, 0.1, 0.12, 0.14, 0.16, 0.18 and 0.2. Typical morphologies

for a selection of parameters are shown. (b) Free energy as a function of a.

From bottom to top, s = 40, 60, 80, 100, 120, 140, 160, and 180. (eu,ev) =

(0.05,0.02), (u,%

% v) = (0.6,0.0).



Fig. 5 Phase diagram for cubic 128  128  128 lattice. Free energy

increases in the direction of brighter color intensity. (eu,ev) = (0.05,0.02), (u,%

% v) =

(0.6,0.0), L = 1. For s = 60 and 80 we use L = 1.01, 1.02 and 1.03 to

correct for size-dependent free energy. The system evolves 10 000 cycles

and we record configurations with the least energy. Typical morphologies

are shown.
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3.2.3 Individual realizations of the phase diagram. As was

shown previously, the phase diagram in Fig. 5 is the result of

probing the parameter space with three candidate morphologies.

Each realization launched from a particular initial condition

generates a partial phase diagram for that particular morphology.

Then, we repeated the same process using diﬀerent morphologies

and finally we selected the one with the least energy (minimizer).

Partial results of individual realizations are also interesting to

look at, as they shed light on how a particular morphology behaves

when parameters are changed. Fig. 7 illustrates this situation. Let

us first consider a multipod as a realization of the phase diagram.

For small values of s (say s = 40), as a increases from zero,

the holes in the multipod become smaller, and eventually for
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configuration and then we progressively increase a. In experiments,

thermal annealing can transform layer configurations into onions.82

We confirmed that increasing a from 0 to 0.6 transforms a confined

particle from a layered morphology to onion, which is a similar

outcome to what we obtain when we start with a multipod

configuration.

Fig. 7 The green external surface area of a multipod reduces its contact

with the confining capsule when a increases. Blue domain: v o 0, green

domain: v 4 0. Parameters: (eu,ev) = (0.05,0.02), L = 1, v% = 0.0, s = 40.



larger values of a the holes collapse and we end up with onions.

An explanation for this could be that a = 0 means order

parameter u has no preference for any particular state of order

parameter v. Therefore both green and blue domains are able to

reach the outer layer. This is seen as green feet going through

the holes of multipods. However, as a increases from zero, there

is some selective preference towards v o 0 (blue) and thus the

holes shrink proportionally until they vanish. When the holes

collapse we get onions.

For larger values of s a similar situation occurs. However as s

is proportional to the interaction between copolymer blocks A

and B, a large value of s means a large contact area between blue

and green. This could explain the stacked layer configuration that

we obtain when using large values of s (not shown here).

Another individual realization of the phase diagram that is

worth mentioning is when we initiate the dynamics with a layered



3.3



Multipods



Among a large variety of confined morphologies, now we focus on

PS–PI diblock copolymers observed by TEMT. Fig. 8(a–c) shows

how the morphology of these structures varies with the degree of

confinement characterized by the ratio D/L0, where D is the

particle diameter (measured from the 3D structure) and L0 is

the equilibrium periodic length of the lamellar structure in the

bulk film of PS–PI. Typically D/L0 o 4 is considered a strong

confinement. In these morphologies the number of holes

increases with D/L0, as larger particles have more room available

to develop a larger number of interfaces.

In regards to the aforementioned experimental results, here

we show that it is also possible to control the number of holes in

multipods by varying the value of ev. Fig. 8(d–f) shows simulations

of multipods in a cubic 128  128  128 lattice for different

values of ev. In this figure we notice that decreasing ev results in

an increasing number of holes. To explain this dependency, we

recall that ev controls the width of the interface between domains

A and B (green and blue domains). For a given system size,

decreasing ev leads to smaller interfaces between these two



Fig. 8 Multipods with a number of holes, k = 3, 4, 5, and 6. (a1–a4) TEM images of confined multipod nanostructures observed by TEMT. Threedimensional reconstructed images of PS (b1–b4) and PI (c1–c4) phases of the nanoparticles are shown separately. (a1–c4) are adapted from ref. 81. (d1–d4)

Isosurfaces of the numerical solution of coupled Cahn–Hilliard equations for v o 0 (PS) and v 4 0 PI phases shown in blue and green, respectively. The PS

(e1–e4) and PI (f1–f4) PS phases of the particles are shown separately. Simulation parameters: size 128, xlen = 1.0, s = 50, (a,b) = (0.05,0.5), u% = 0.6, eu = 0.05.

For (d1–d4), the pair of numbers (ev,D/P0) is as follows: (0.0210,0.95), (0.0200,1.03), (0.0170,1.15) and (0.0152,1.28), respectively.
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Fig. 9 Periodicity of multipods expressed as D/P0 vs. number of holes, k.

Filled and open circles respectively, are simulation and experimental data

from Fig. 8. The dashed line is a linear regression of the form: y = a + bx

with coeﬃcients a = 0.5913 and b = 0.1140.



domains and therefore a larger number of interfaces (holes and

feet) will arise. Furthermore, Fig. 9 shows that the number of

holes in these morphologies increases with D/P0, which is in

agreement with the experimental results. The quantity P0 is

a measure of the periodicity of confined morphologies in

simulations and it is closely related to the lamellar period, L0,

defined in bulk.

Additionally, we have calculated the external surface area, SA,

of PS and PI domains of multipods for diﬀerent values of k. The

surface area calculation has been performed using the software

for the 3D morphological analysis developed by M. Fialkowski

et al.83–85 In multipods consisting of two domains, SA is a measure

of how much of each domain is exposed to the confining surface.

Fig. 10 and 11 respectively show SA as a function of k and D/P0.

It turns out that, as we increase the value of k, the external surface

area of the PS and PI domains (blue and green respectively)



Fig. 10 External surface areas of multipods expressed as surface area vs.

number of holes, k. Diamonds, circles and triangles correspond to a = 0.1,

a = 0.05 and a = 0.025, respectively. Blue and green colors correspond to

the simulation results of PS and PI domains, respectively. The dashed lines

are guides to the eye with a slope of B0.01.
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Fig. 11 External surface areas of multipods expressed as SA vs. D/P0. The

blue ribbon represents SA of the PS domain of simulation results in a range

from a = 0.025 (bottom edge of ribbon) to a = 0.1 (top edge of ribbon).

The green ribbon represents SA of the PI domain of simulation results in a

range from a = 0.025 (top edge of ribbon) to a = 0.1 (bottom edge of

ribbon). Symbols of simulation results are not shown for clarity. Open

symbols are measurements from the experimental data in Fig. 8, and

straight lines were fitted to the data (dashed). Top x-axis is for open green

circles.



increases and decreases, respectively. To understand this behavior

we recall that the number of holes in multipods increases with k

and thus more green pods are able to reach the confining surface,

thereby increasing the external green surface area. On the other

hand, the diameter of holes decreases with k. As a result of this

trade-off, the total external surface area of PI domains (green)

decreases with increasing values of k. What is more, since the

preference of the confining surface for v 4 0 decreases with a,

the upshot is that the green component of SA shrinks when a

becomes larger, as is shown in Fig. 10. For k = 3 we slightly

increased the size of the confining surface (up to 18%) to

preserve this multipod within the linear approximation.

The interfacial energy between the blocks of the copolymer

and the external media (homopolymer) aﬀects the microphaseseparated structures in confined particles. In multipods we

keep the value of a small enough to represent a weak preference

for the hydrophilic domain (shown in blue), thereby preventing

the holes from collapsing.

Deviations from the experimental data might be attributed

to a number of factors. (i) The experimental data in Fig. 11 suggest

that the confining surface of multipods might change in multipods

with large values of D/P0. For instance, it might be possible that

particles with D/P0 B 1.6 are confined in surfaces with stronger

preference for the PS domain than particles with D/P0 B 1.2.

(ii) The intensity of the interaction between the constitutive

copolymer blocks might correspond to diﬀerent values of parameters in the simulations. (iii) Finally, measuring particles whose

size is a few hundred nanometers is challenging because they

exhibit considerable structural imperfections due to their
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interaction with the solvent. Nonetheless numerical results are

remarkably consistent with the experimental evidence.



4 Conclusions

We have presented a model based on a set of Cahn–Hilliard

equations to study diblock copolymers confined in small capsules.

When the components of a blend of a copolymer and a homopolymer interact one another, their energetic contributions to an

energy functional cause the mixture to settle down into a steady

confined copolymer microphase surrounded by a homopolymer

phase. The added advantage of using partial differential equations

to describe the dynamics of the components in the mixture is

that we eliminate the need of boundary conditions to define the

confining capsule of particles. An underlying variational principle

ensures that these particles are confined in approximately

spherical minimal surfaces. The values of parameters a and b in

the coupled equations will account for the interaction between

the confined copolymer and the confining surface. Resulting

morphologies depend on the parameters of the model and on

the system size as well.

The corresponding phase diagrams suggest that in mediumsize systems, stacked layers and onions are often present, whereas

in small systems additional morphologies might appear such like

tennis ball, Janus and multipods. The boundary between regions

in phase diagrams is not sharp in the sense that morphologies

change gradually across the border. For instance, a small Janus

particle can be seen as layered morphology.

Multipods are often found in phase diagrams of confined

copolymers and we have analyzed how to control the number of

holes of these complex morphologies also seen in experiments.

The proposed model seems to confirm that according with the

experimental data, the number of holes increases with D/P0. The

external surface area of PI domains in multipods decreases with

D/P0, which is also consistent with experimental findings.

Future work should characterize how the confining surface

conditions of multipods change as D/P0 increases. An increase

in the preference of confining surface for the PS domain would

help to explain the deviation of the simulation results from the

experimental data. Another area of research would address the

characterization of intermediate stages between, for instance,

layered and onion morphologies (thermal annealing) or between

multipod and onion. This would further give insight to processes

involving topological changes like the one illustrated in Fig. 7.

A characterization in terms of Betti numbers80 would be desirable.
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