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Introduction



There are several definitions for outliers. One of the more widely accepted

interpretations on outliers comes from Barnett and Lewis [1] , which defines outlier as “an observation (or subset of observations) which appears

to be inconsistent with the remainder of that set of data”. However, the

identification of outliers in data sets is far from clear given that suspicious

observations may arise from low probability values from the same distribution or perfectly valid extreme values (tails) for example.

One alternative to minimize the effect of outliers is the use of robust

statistics, which would solve the dilemma of removing/modifying observations that appear to be suspicious. When robust statistics are not practical

for the problem in question, it is important to investigate and record the

causes of the possible outliers, removing only the data points clearly identified as outliers.

Situations where the outliers causes are only partially identified require

sound judgment and a realistic assessment of the practical implications of

retaining outliers. Given that their causes are not clearly determined, they

should still be used in the data analysis. Depending on the time and computing power constrains, it is often possible to make an informal assessment

of the impact of the outliers by carrying out the analysis with and without

the suspicious outliers.

This document shows different techniques to identify suspicious observations that would require further analysis and also tests to determine if some

observations are outliers. Nevertheless, it would be dangerous to blindly

accept the result of a test or technique without the judgment of an expert

given the underlying assumptions of the methods that may be violated by

the real data.
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Z-scores



Z-scores are based on the property of the normal distribution that if X ∼

N (µ, σ 2 ), then Z = X−µ

σ ∼ N (0, 1). Z-scores are a very popular method for

labeling outliers and has been implemented in different flavors and packages

1



as we will see along this document. Z-scores are defined as:

v

u

n

u 1 X

xi − x

t

Zscore (i) =

, where s =

(xi − x)2

s

n−1



(1)



i=1



A common rule considers observations with |Zscores | greater than 3 as

outliers, though the criteria may change depending on the data set and the

criterion of the decision maker. However, this criterion also has its problems

√

since the maximum absolute value of Z-scores is (n − 1)/ n (Shiffler [24])

and it can be possible that none of the outliers Z-scores would be greater

than the threshold, specially in small data sets.
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Modified Z-scores



The problem with the previous Z-score is that the x and s can be greatly

affected by outliers, and one alternative is to replace them with robust estimators. Thus, we can replace x by the sample median (˜

x), and s by the

MAD (Median of Absolute Deviations about the median):

M AD = median{|xi − x

˜|}



(2)



Now, the Modified Z-scores are defined as:

Mi =



0.6745(xi − x

˜)

M AD



(3)



where the constant 0.6745 is needed because E(M AD) = 0.6745σ for large

n.

Observations will be labeled outliers when |Mi | &gt; D. Iglewicz and

Hoaglin [13] suggest using D = 3.5 relying on a simulation study that calculated the values of D identifying the tabulated proportion of random normal

observations as potential outliers.

The suspicious data could be studied further to explore possible explanations for denoting these values as real outliers or not.

This test was implemented in R (see below) with the name of MADscores.
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Boxplot



The main elements for a boxplot are the median, the lower quantile (Q1)

and the upper quantile (Q3). The boxplot contains a central line, usually

the median, and extends from Q1 to Q3. Cutoff points, known as fences, lie

k(Q3 − Q1) above the upper quartile and below the lower quartile with k =

1.5 frequently. Observations beyond the fences are considered as potential

outliers.

2



Tukey [25] defines the lower fourth as Q1 = xf , the f th ordered observation, where f is computed as:

f=



((n + 1)/2) + 1

2



(4)



If f involves a fraction, Q1 is the average of xf and xf +1 . To get Q3,

we count f observations from the top, i.e., Q3 = xn+1−f .

Some other boxplots use cutoff points other than the fences. These

cutoffs take the form Q1 − k(Q3 − Q1) and Q3 + k(Q3 − Q1). Depending

on the value of k, a different number of potential outliers can be selected.

Frigge, Hoaglin and Iglewicz [9] estimated the probability of labeling at least

one observation as an outlier in a random normal sample for different values

of k, arriving to the conclusion that a value of k ∼ 2 would give a probability

of 5−10% that one or more observations are considered outliers in a boxplot.



5



Adjusted Boxplot



The boxplot discussed before has the limitation that the more skewed the

data, the more observations may be detected as outliers. Vanderviere and

Hubert [26] introduced an adjusted boxplot taking into account the medcouple (M C), a robust measure of skewness for a skewed distribution.

Given a set of ordered observations, Brys et al. [4] define the M C as:

M C = median h(xi , xj )



(5)



xi ≤˜

x≤xj

xi 6=xj



where the function h is given by:

h(xi , xj ) =



(xj − x

˜) − (˜

x − xi )

xj − xi



(6)



For the special case xi = xj = x

˜ the function h is defined differently. Let

m1 &lt; . . . &lt; mq denote the indices of the observations which are tied to the

median x

˜, i.e., xml = x

˜ for all l = 1, . . . , q. Then:



 −1 if i + j − 1 &lt; q

0

if i + j − 1 = q

h(xmi , xmj ) =

(7)



+1 if i + j − 1 &gt; q

According to Brys et al. [3], the interval of the adjusted boxplot is:

[L, U ] =



(8)

−3.5M C



= [Q1 − 1.5e



−4M C



= [Q1 − 1.5e



4M C



(Q3 − Q1)] if M C ≥ 0



3.5M C



(Q3 − Q1)] if M C ≤ 0



(Q3 − Q1), Q3 + 1.5e



(Q3 − Q1), Q3 + 1.5e

3



where L is the lower fence and U is the upper fence of the interval. The

observations which fall outside the interval are considered outliers.

The value of the M C ranges between −1 and 1. If M C = 0, the data

is symmetric and the adjusted boxplot becomes the traditional boxplot for

k = 1.5. If M C &gt; 0 the data has a right skewed distribution, whereas if

M C &lt; 0, the data has a left skewed distribution.
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Generalized ESD Procedure



A similar procedure to the Grubbs test below is the Generalized Extreme

Studentized Deviate (ESD) to test for up to a prespecified number r outliers.

The process is as follows:

1. Compute R1 from:

Ri = maxi



n |x − x| o

i

s



(9)



Then find and remove the observation that maximizes |xi − x|

2. Compute R2 in the same way but with the reduced sample of n − 1

observations

3. Continue with the process until R1 , R2 , . . . , Rr have been computed

4. Using the critical values λi at the chosen confidence level α find l, the

maximum i such that Ri &gt; λi

The extreme observations removed at the first l steps are declared as

outliers.

For a two-sided outlier problem, the value of λi is defined as:

λi =



t(p,n−i−1) (n − i)

q

; i = 1, . . . , r

(n − i − 1 + t2(p,n−i−1) )(n − i + 1)



p = 1−



(10)



α/2

n−i+1



where t(p,d) is the pth percentile of a t distribution with d degrees of freedom.

For the one-sided outlier problem we substitute α/2 by α in the value of p.

Rosner [22] provides the tabulated values for several α, n ≤ 500 and

r ≤ 10, and concludes that this approximation is very accurate when n &gt; 25.

It is recommended to use this test with a higher number of outliers than

expected and when testing for outliers among data coming from a normal

distribution.

4
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Sample Kurtosis



The sample kurtosis:

P

n ni=1 (xi − x)4

b2 = Pn

( i=1 (xi − x)2 )2



(11)



is used to test for outliers and measure departures from normality.

Initially, b2 is compared with the critical value for the appropriate n and

α. If b2 exceeds the critical value, then the observation xj that maximizes

|xi − x| is declared an outlier. This outlier is removed and the procedure

repeated. If b2 does not exceed the critical value, then the process stops.

Tables with critical values for n &gt; 50 can be found in Pearson and

Hartley [18] and for 7 ≤ n ≤ 50 in Iglewicz and Hoaglin [13].

Though this is a reasonable procedure to use in practice, it is susceptible

to masking when neighboring outliers are present.
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The Shapiro–Wilk W Test



The Shapiro–Wilk results to test for normality can also be used to test for

outliers. Given an ordered sample, the procedure involves:

1. Calculate:

b=



h

X



an+1−i (xn+1−i − xi )



(12)



i=1



where h = n/2 for n even and (n − 1)/2 for n odd, and the constants

an+1−i can be obtained from different sources.

2. Calculate D =



Pn



i=1 (xi



− x)2



3. Compute W = b2 /D

4. No outliers are present if W &gt; C, where the critical value C is available in a number of sources. Otherwise, consider the most deviant

observation from x as the outlier. Remove this observation and repeat

the process on the reduced sample.

Tables for the critical values and the an+1−i can be found in Shapiro [23]

or Barnett and Lewis [1].

In general, it seems that the generalized ESD test performs better in

identifying outliers than the Shapiro-Wilk W test.

5
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B1 Statistic for Extreme Deviation



Dixon [6] summarizes several criteria for discovery of one or more outliers of

two types entering into samples of observations from a normal population

with mean µ and variance σ 2 , N (µ, σ 2 ):

1. One or more observations from N (µ + λσ, σ 2 )

This is an error in the mean value that is generally referred as “location

error”.

2. One or more observations from N (µ, λ2 σ 2 )

This is the occurrence of an error from a population with the same

mean but a greater variance than the remainder of the sample and is

referred as “scalar error“.

The B1 statistic works on n ordered observations x1 &lt; x2 &lt; . . . &lt; xn

when σ is known or estimated independently. The statistic has the form:

xn − x

x − x1

or B1 =

σ

σ



B1 =



(13)



and checks if the highest or lowest value in the sample is an outlier.

Grubbs [10] includes in his paper the table of percentile points for B1 and

Bn derived by Pearson and Chandra [17] when σ 2 is the sample variance,

and that can be used to test for the rejection-acceptance of the lowest or

highest values as outliers. The table provides the values for 3 ≤ n ≤ 25 and

{1%, 2.5%, 5%, 10%} confidence levels.

If we consider that B12 , Bn2 ∼ X 2 (1), the p-value is given as 1−cdfX 2 (1) (B12 , Bn2 ).

Then, the criteria would be that any extreme deviation with p-value &lt; α,

being α the significant level, is an outlier.
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Dixon Tests for Outlier



Tests of the Dixon type work with ratios of ranges of parts of an ordered

sample that do nor require the knowledge of σ. The different flavors of

statistics are [6]:

1. for single outlier x1 or xn respectively:

r10 =



x2 − x1

xn − xn−1

or r10 =

xn − x1

xn − x1



(14)



2. For single outlier x1 avoiding xn , or xn avoiding x1 respectively:

r11 =



x2 − x1

xn − xn−1

or r11 =

xn−1 − x1

xn − x2

6



(15)



3. For single outlier x1 avoiding xn and xn−1 , or xn avoiding x1 and x2

respectively:



r12 =



xn − xn−1

x2 − x1

or r12 =

xn−2 − x1

xn − x3



(16)



4. For outlier x1 avoiding x2 , or xn avoiding xn−1 respectively:



r20 =



xn − xn−2

x3 − x1

or r20 =

xn − x1

xn − x1



(17)



5. For outlier x1 avoiding x2 and xn , or xn avoiding xn−1 and x1 respectively:



r21 =



x3 − x1

xn − xn−2

or r21 =

xn−1 − x1

xn − x2



(18)



6. For outlier x1 avoiding x2 , xn and xn−1 , or xn avoiding xn−1 , x1 and

x2 respectively:



r22 =



x3 − x1

xn − xn−2

or r22 =

xn−2 − x1

xn − x3



(19)



r11 , r12 , r20 , r21 , r22 were designed for use in situations where additional

outliers may occur and we wish to minimize the effect of these outliers on the

investigation of the particular value being tested. According to Walfish [27],

situations like these arise because of masking, i.e., when several observations

are close together but the group of observations is still outlying from the

rest of the data; and it is a common phenomenon specially for bimodal data.

Dixon [7] publishes several tables of critical values (λij ) for the different

statistics rij for n ≤ 30 with the criteria for declaring the appropriate x.

being an outlier if rij &gt; λij .
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Grubbs Test for One or Two Outliers



According to [16], Grubbs test detects one outlier at a time assuming a

normal distribution. This outlier is expunged from the dataset and the test

is iterated until no outliers are detected. However, multiple iterations change

the probabilities of detection, and the test should not be used for sample

sizes of six or less since it frequently tags most of the points as outliers.

There are several statistics for the Grubbs test considering an ordered

data sample:

7



1. Test if the minimum or maximum values are outliers



G=



x − x1

xn − x

or G =

s

s



(20)



where s is the sample standard deviation. This tests looks similar to

the B1 statistic in Section 9 but with the difference that the form of

the limiting distribution is different.

This test is also called the Modified Thompson Tau or the maximum

normed residual test in other references.

For the two-sided test, the hypothesis of no outliers is rejected if:

v

u

t2( α ,n−2)

n − 1u

2n

t

(21)

G&gt; √

n

n − 2 + t2( α ,n−2)

2n



α

α

with t( 2n

,n−2) denoting the 2n percentile of a t-distribution with (n−2)

degrees of freedom. For one-side tests, we use the αn percentile.



In the above formulas for the critical regions, the convention used is

that tα is the upper critical value from the t-distribution and t1−α is

the lower critical value from the t-distribution.

2. Test for two opposite outliers



G=



xn − x1

s



(22)



This statistic is referred in Dixon [6] as C1 , and tests simultaneously

whether the smallest and largest observations are outlying. David,

Hartley and Pearson [5] determine the limiting distribution and Grubbs

[11] specifies that the hypothesis of no outliers is rejected if:

v

u

u 2(n − 1)t2( α ,n−2)

u

n(n−1)

G&gt;t

(23)

n − 2 + t2( α ,n−2)

n(n−1)



and if xn is about as far above the sample mean as x1 is below. If,

however, xn and x1 are displaced from the mean by different amounts,

some further test would have to be made to decide whether to reject

as outlying only the lowest value or only the highest value or both the

lowest and the highest values.

Nevertheless, Ellison, Barwick and Farrant [8] indicate that the tests

are often carried out in turn on the same data set if the single-outlier

8



test is not significant, to ensure that the single-outlier test is not compromised by a second outlier (as would be detected by the two opposite

outlier test). In practice, with a single outlier already identified, one

would not normally apply the test for two opposite outliers until the

initial single-outlier had been investigated or eliminated.

In spite of this practice, it is important to be aware that using all two

(or three) Grubbs tests simultaneously will increase the false-positive

rate.

3. Test if the two largest or the two smallest values are outliers

2

Sn−1,n

=

S2



Pn−2

Pn

2

2

S1,2

(xi − xn−1,n )2

i=1

i=3 (xi − x1,2 )

Pn

P

or

=

n

2

2

S2

i=1 (xi − x)

i=1 (xi − x)



xn−1,n =



n−2



n



i=1



i=3



(24)



1 X

1 X

xi and x1,2 =

xi

n−2

n−2



Grubbs [10] proposes this statistic for testing if the two largest or

smallest values are outliers. He also provides a table of percentage

points for 4 ≤ n ≤ 149 and α = {0.1%, 0.5%, 1%, 2.5%, 5%, 10%} in

[12] , where the observations would be outliers if the statistic is lower

than the tabulated percentage for the chosen confidence level.
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Score Calculations



The different scores are calculated as follows:

1. Normal Scores



Zscore (i) =



xi − x

s



(25)



where s is the sample standard deviation, Zscore ∼ N (0, n−1

n ) accordn−1

ing to Pope [19], and n → 1 for larger n.

2. t-student Scores

√

Zscore (i) n − 2

tscore (i) = p

2

n − 1 − Zscore

(i)

where tscore ∼ tn−2 according to Grubbs [10].

9
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