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Annotated Bibliography of Topics in

Psycho- and Neurolinguistics

Topics:

1. Universals

2. Constraints

3. Acquisition

4. Prediction

5. Semantics

6. Speech

7. Music

Appendix:

A. Predictive Coding

B. Bayesianism



1. Universals



Evans, Nicholas, and Stephen C. Levinson. "The Myth of Language Universals:

Language Diversity and Its Importance for Cognitive Science." Behavioral and

Brain Sciences 32.05 (2009): 429-492.



Evans and Levinson lambast the Universal Grammar paradigm, claiming that it is at best

unfalsifiable, but also completely wrong. They provide ample evidence that for every

assumption of a universal characteristic of language that UG theorists make (principally

Chomsky, Pinker and Bloom, and Jackendoff) there is a well-documented case or set of cases

that refute its absolute universality.



Of the four “logical types of universal statement” that Greenberg recognized, Evans and

Levinson argue that not only are type I claims of “unrestricted absolute universals” untenable,

but also type II and III—“unrestricted tendencies” and “exceptionless implicational

universals”—concluding that the only claims that are falsifiable and not obviously wrong are

type IV claims of “statistical implicational universals.” “Universals” of this type are statistical

trends revealing language solutions that work, not the only possible solutions. The problems

being solved are not even necessarily universal, but rather culturally and environmentally

contingent.

Their main point is that language is diverse in every way. They concede that there are trends

and “attractors,” and that exceptions may be outliers, but they stress that for every exception,

even if only a single case, there may be many more such exceptions not yet discovered.

Furthermore, the 7,000 or so extant languages represent only about 2% of the total number of

languages that have likely ever existed, and are only about 10% fully documented; not only is

there an exception to every known rule, there are many rules that we may never discover, and

new rules will certainly be invented in the future.

With this reality in mind, the authors address the perennial questions of linguistics.

Regarding language acquisition, there is no way that every known (or possible) rule is

genetically endowed, nor is there reason to believe that linguistically specific and

encompassing biological endowment is necessary. Regarding what of our biology is languagespecific, it may be that only the vocal tract is specifically evolved to allow for language

communication—all neural mechanisms at play may be the constructions of a more general

“machine tool” that affords us the ability to create the mental tools needed for unique cultural

and environmental contexts.

Evans and Levinson conclude by outlining seven “theses about the nature of language and

mind”:

1. “The diversity of language is…the central explicandum for a theory of human

communication.”

2. “Linguistic diversity is structured very largely in phylogenetic (cultural-historical) and

geographical patterns.”

3. “Language diversity…is characterized by clusters around alternative architectural solutions,

by prototypes (like ‘subject’) with unexpected outliers, and by family resemblance relations



between structures (‘words,’ ‘noun phrases’) and inventories (‘adjectives’).”

4. The “statistical distribution of typological variation suggests an evolutionary model with

attractors… ‘canals,’ and numerous local peaks or troughs in an adaptive landscape.”

5. “The dual role of biological and cultural-historical attractors underlines the need for a

coevolutionary model of human language, where there is interaction between entities of

completely different orders—biological constraints and cultural-historical traditions.”

6. Language “must exploit pre-existing brain machinery…. Language processing relies

crucially on plasticity…. The major biological adaptation may prove to be the obvious

anatomical one, the vocal tract itself.”

7. “The two central challenges that language diversity poses are, first, to show how the full

range of attested language systems can evolve and diversify as sociocultural products

constrained by cognitive constraints on learning, and second, to show how the child’s mind

can learn and the adult’s mind can use, with approximately equal ease, any one of this vast

range of alternative systems.”



Pinker, Steven, and Ray Jackendoff. "The Reality of a Universal Language

Faculty."Behavioral and Brain Sciences 32.05 (2009): 465-466.



Pinker and Jackendoff, whose work is cited as a foil to the arguments made in Evans and

Levinson’s “The myth of language universals” BBS target article, respond in defense of

Universal Grammar (UG). Pinker and Jackendoff define their version of the UG hypothesis as

follows: “the human brain is equipped with circuitry, partly specific to language, that makes

language acquisition possible and that constrains human languages to a characteristic

design.” They argue that Evans and Levinson take for granted just how similar all languages

are relative the field of conceivable (hypothetical) languages, many of which would

theoretically function as robust verbal communication systems, but would seem bizarrely unhumanlike to us. The authors point out that Evans and Levinson “concede an enormous

stratum of universals in endorsing an innate core of Hockett-style ‘design features.’” The

“computational machinery” underlying these universals essentially amounts to the UG

hypothesis, as formulated by Pinker and Jackendoff. Language differences might not be



differences at all if the underlying mechanisms are considered, which is exactly the point of

UG. Furthermore, language acquisition requires shared, genetically endowed learning ability.

They stress that UG is “not a compendium of language universals,” but rather a toolkit, and

perhaps a set of “‘attractors’ for grammars” which would allow for outlier traits, such as those

that Evans and Levinson rely upon for their arguments.



2. Constraints



Christiansen, Morten H., and Nick Chater. "The Now-or-Never Bottleneck: A

Fundamental Constraint on Language." Behavioral and Brain Sciences (2015):

1-52.



Christiansen and Chater say that language processing is constrained by a “now-or-never

bottleneck,” thus the brain’s “language system” must employ a method they calls “Chunk-andPass processing.” There is a limit to the rate at which input can be processed in the brain, thus

not all input can be processed. Input must be processed “now or never”—any input that does

not make it through the bottleneck is lost. For linguistic communication to be possible, the

input rate must be matched or exceeded by the processing rate. There is a measurable number

of discrete sounds that can be processed per second without loss, so to increase the amount of

input that can be processed, linguistic input is rapidly or “eagerly” encoded and compressed

into “chunks” at each level of a processing hierarchy. Each hierarchical level is a level of

linguistic representation, and higher levels represent a broader temporal window: raw

auditory input is chunked into phonemes; phonemes are then chunked into morphemes;

morphemes are chunked into words; words are chunked into phrases and sentences; then the

semantic content of phrases and sentences are further chunked at higher levels of abstraction.

Each representational level has its own bottleneck, hence the need for chunking at every level.

To further increase the speed and accuracy of processing, thereby coping with ambiguity and

incomplete or lost information, predictions are made about what the input should be at each

representational level.

Christiansen and Chater also discuss how the now-or-never bottleneck constrains language



acquisition and the “evolution” of language. They say that “people learn by processing” and

that “language acquisition is nothing more than learning to process.” Importantly, learning

occurs “on-line” in “real-time.” This means that learning does not involve studying and

reviewing a “stored corpus of linguistic material.” Acquiring linguistic understanding must

occur at the moment of the informative experience. This means that the more a learner

“practices” language, the more language ability they will acquire. Christiansen and Chater

stress that learning language is not very different from learning anything else. We can also

learn by re-processing, i.e. “replaying” memories of past linguistic experiences. Ultimately, we

“learn to process by generalizing over past experience.” Learning is also “highly local,”

meaning that learning occurs at each level of linguistic representation, and mostly in the small

chunks that are ideal or required for chunking and passing. Locally learning only changes

small parts of the language model, not the entire model.

Regarding language change and language evolution, the authors say that language is

constantly being “reduced” and “eroded,” i.e. simplified, thus allowing for more efficient

chunking, thereby affording easier production and comprehension. Changes to the language

in the short-term result in language evolution in the long-term.



Pothos, Emmanuel M., and Patrick Juola. "Linguistic Structure and Short Term

Memory." Behavioral and Brain Sciences 24.1 (2001): 138-39.



In response to Nelson Cowan’s article, “The magical number 4 in short-term memory: A

reconsideration of mental storage capacity,” in which Cowan makes a strong case for the fourchunk-length nature of short term memory (STM), Pothos and Juola “provide additional

support…on the basis of language correlational analyses.” Their stance is that STM constrains

language learning, thus it has also determined aspects of the structure of language systems;

what cannot be remembered cannot be comprehended, thus cannot be learned, therefore

language does not require an STM capacity greater than about four elements. They write, “If

the cognitive system is optimized to process automatically statistical associations only within

a certain range (namely STM span), we would likewise expect language structure to be

consistent with this limitation.” To test this prediction, they analyzed eight languages by

comparing their mutual information (MI), “a measure of relatedness between probability



distributions.” More specifically, their prediction was that the number of words separating

two statistically related elements—elements that must be processed together to obtain the

meaning of the phrase or sentence—is constrained by STM. They generated probability

distributions for this span in the eight target languages. When comparing the probability

distributions of all the languages, a pattern emerges: after four elements, there is a sharp

“elbow” and then gradual decline as the number of separating elements increases. This, they

claim, is evidence for the effect of the three to five tokens of STM that Cowan argues is

intrinsic to the human brain.



3. Acquisition



Ambridge, Ben, and Elena V. M. Lieven. Child Language Acquisition:

Contrasting Theoretical Approaches. Cambridge: Cambridge University Press,

2011.

Note: unlike the rest of the summaries in this annotated bibliography, the following summary relies heavily on

quotes and paraphrasing because of the highly concise, encyclopedia-like nature of the chapter.



Chapter one of Child Language Acquisition, by Ben Ambridge and Elena V. M. Lieven,

outlines the main theoretical approaches in linguistics, principally the “nativist, generalist,

Universal Grammar (UG) approach” and the “constructivist, emergentist, socio-pragmatic,

functionalist, usage-based approach.” Nativist proposals assume that there are innate facets of

“linguistic knowledge”—i.e. facets that are “present from birth” and perhaps even “encoded in

the genome.” Generativist proposals assume that grammatical knowledge (including syntax,

inflectional morphology, and according to some theories, phonology) “consists of formal

‘rules’ or operations that operate on abstract linguistic categories…and phrases.”

The constructivist approach assumes that children have no innate knowledge of grammar. It

is non-nativist. However, “the ability to learn is considered innate and specific to humans.”

Most constructivist approaches are input-based approaches, i.e. “children will most easily

learn the words and constructs most often encountered.” Furthermore, constructivist

approaches are non-generativist. For example, past-tense formation is not a formal, rule-



based operation to add -ed, rather it is learned by analogy to other similar words.

Constructivist approaches are sometimes called “emergentist” because sentence formation

emerges from generalizations that children form.

Functional or usage-based proposals “[assume] that children’s language acquisition is driven

by their desire to use language to perform communicative functions and understand the

utterances of others.” Socio-pragmatic theories assume that to learn language, children must

be able to make socio-pragmatic inferences regarding a speaker’s focus of attention and

communicative intentions. For example, that a speaker looking at an object is attending to it

and intending to label it. “Most constructivist approaches are also functional/usage-based

approaches and social-pragmatic in nature, but need not be.”

The debate, then, is primarily over which features of language are innate. Generativist

approaches have to provide evidence that children have innate knowledge of some specific

kind, and/or that such knowledge/ability “can not be acquired on the basis of experience.”

Constructivist approaches have to provide evidence against innate knowledge, and/or

evidence that it can be acquired from experience. Importantly, the authors state that “this

highly abstract, specifically linguistic knowledge is either present at birth or it is not. There

can be no compromise position.”



Perruchet, Pierre, and Sebastien Pacton. "Implicit Learning and Statistical

Learning: One Phenomenon, Two Approaches." Trends in Cognitive Sciences

10.5 (2006): 233-38.



Perruchet and Pacton claim that while it used to be true that implicit learning (IL) and

statistical learning (SL) differed in their focus—with IL being primarily focused on syntax

acquisition, or rule abstraction in complex situations, and SL on lexicon formation, namely

word segmentation—it is now clear that both research paradigms aim to understand the same

basic processes. However, their interpretive tendencies differ, though are conceivably

reconcilable. IL research tends to assume that chunking, constrained by the limits of

associative memory, is the fundamental process in language acquisition, where as SL assumes

that conditional or transitional probability (statistical tracking) is the fundamental ability

allowing for acquisition. Both enjoy considerable empirical evidence, and both are



undermined by various kinds of evidence. Importantly, both seem to converge on the same

predictions, hence we should indeed consider merging them into a single framework. If

chunking accounts move away from the assumption that raw frequency of exposure to that

which needs to be learned is alone sufficient, and more toward the what SL assumes, it will be

better at accounting for the empirical data. Such a shift would also open the chunking account

to explanations for non-adjacent dependencies. Obversely, SL accounts must include

chunking and its constraints as this phenomenon is extremely well supported.

The authors explore two main possibilities for a merger of the two paradigms. One is that SL

and chunking are two different processes that work together and in succession, with chunks

being formed after implicit learning of statistical relationships. The other is that SL is a byproduct of effective chunking; Competitive Chunking and PARSER may be viable models.



Saffran, Jenny R. "Statistical Language Learning: Mechanisms and Constraints."

Current Directions in Psychological Science 12.4 (2003): 110-14.



Saffran outlines the basics of the “constrained statistical learning framework.” Language has

statistical regularity that infants seem capable of tracking. If infant learners catch hold of a

language by tracking its statistical regularities, it may be that language acquisition is at least

partially founded on this ability. Constraints on learning could account for language

universals in a way different than theories that assume innate knowledge. It may be that

language is constrained and shaped by what the brain can easily learn. This means that

language and language learning ability may exist by virtue of domain-general learning

abilities.

Saffran’s research suggests that the statistical structure of language allows infants (and adults

and Cotton-top tamarins) to discern word boundaries. For instance, many English words end

in ty (‘tee’) or begin with ba (‘bay’), but it is statistically highly unlikely for ba to follow ty, and

there is no such word as tyba. Therefore, the string prettybaby can be reliably segmented at

ty and ba. This simple, implicit learning procedure may be sufficient to account for the

learning of word boundaries, which may be a useful and perhaps indispensable tool in

language acquisition.

There is also evidence that infants are better able to learn sound patterns that are similar to



those with which they are already familiar. This may help explain why languages have

repeated sound patterns. Syntax may also be constrained by human learning. Saffran’s

research suggests that predictive dependencies—words that predict phrase boundaries, such

as articles that predict nouns—do aid in phrase boundary discrimination. Saffran compared

the learnability of two artificial grammars, one with predictive dependencies and one without,

and found better learning of the grammar with predictive dependencies. Learning by the

tracking of regularities and patterns appears to be a general ability, not specific to language

learning.



Romberg, Alexa R., and Jenny R. Saffran. "Statistical Learning and Language

Acquisition." Wiley Interdisciplinary Reviews: Cognitive Science 1.6 (2010):

906-14.



Romberg and Saffran affirm that infants track statistics in linguistic input in their acquisition

of language. This involves tracking sequential statistics, or transitional probabilities, “the

conditional probability of Y given X in the sequence XY.” Patterns may be phonotactic,

prosodic, stress-related, frame-related, physically contextual, socially contextual, etc.; if the

patterns are relevant to communication and allow for statistical tracking, they may contribute

to language acquisition. Infants deal with multiple cues in multiple sensory domains, at

multiple levels of time; therefore statistical learning contributes to language processing at

multiple levels, from categorization of speech sounds to word and grammar learning.

Computational models suggest that “statistical learning is much more complex than simply

tallying item-specific frequencies or conditional probabilities.” Importantly, there is evidence

that the learning of certain aspects of language, such as linguistic categories, is “challenging at

best” without the combination of both distributional cues and other correlated cues. This

“allows learners to bridge levels of analysis.” Hence statistical learning is not the sole

mechanism of language acquisition, rather it refers to the “sensitivity to regularities in the

input” that aid in acquisition.

Given the complexities involved, it is difficult to isolate specific processes for experimental

purposes. Artificial languages are a valuable simplifying tool, but they may reduce the

complexity to the point of being ecologically invalid. Tellingly, “no published studies have
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