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Console Applications

This appendix shows the basic structure of console applications, as used throughout

the examples in this book.



Creating the solution and project files



To create a new solution in Xamarin, go to the File menu, select New, and then select

Solution. Select Blank Solution from the Other category or perhaps Console Project

from the C# category. The latter creates a console project for you at the same time.

Don't forget to enter a name for the solution and the location to store the files. To add a

new project to the solution, right-click on the solution in the Solution panel to the left

in the IDE and select Add and then Add New Project. You can also add the Clayster.

Library.IoT and Clayster.Library.RaspberyPi projects by selecting Add Existing

Project from the same pop-up menu.

Once the project is created, you need to add project references to the project.

References tell the compiler that these projects are required by the running application.

To add references to the project, right-click on the References folder of the newly

created Sensor project in the Solution panel. From the context menu that appears,

select Edit References. In the References dialog that appears, you need to add three

types of libraries. First, you need to add the System.Xml and System.Drawing .NET

libraries to the project. This is done from the Packages page in the References dialog.

These two libraries allow you to work with XML and images in a simple way. Then,

you need to add references to the Clayster.Library.IoT and Clayster.Library.

RaspberyPi libraries, to which source code is provided, if these are added to the

solution. This is done in the Projects tab of the same dialog. In this tab, you will see

all the projects in your solution. Lastly, you need to add references to the remaining

Clayster libraries. This is done in the .NET Assembly tab in the same dialog. Navigate

to the folder with the downloaded libraries and add references to the corresponding

.dll files to the project.
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Basic application structure



When creating a new console project in Xamarin, the main program file will be

named Program.cs and will look as follows:

using System;

namespace Sensor

{

class MainClass

{

public static void Main (string[] args)

{

Console.WriteLine ("Hello World!");

}

}

}



Logging events



All projects in this book will use the following setup, and we describe it only here for

brevity. First, we will add the following using statements, since we will not only use

multiple threads but also the sleep function and event logging:

using System.Threading;

using Clayster.Library.EventLog;

using Clayster.Library.EventLog.EventSinks.Misc;



The event logging architecture allows for any number of event sinks to be registered.

Event sinks can be used to analyze the event flow, store events, or send events to the

network somewhere. If event logging is done properly when building applications,

it's easy at a later stage to add more advanced event logging capabilities, for instance,

sending events from things to a central repository for monitoring and analysis. For our

purposes, it is sufficient at this point to only output events to the terminal window.

For this reason, we will add the following code to the top of the Main() method:

Log.Register (new ConsoleOutEventLog (80));

Log.Information ("Initializing application...");
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Terminating gracefully



We then register an event handler that will be executed if the user presses CTRL+C

in the terminal window when executing the application. Until this key combination

is pressed, the Executing variable will remain true, as shown in the following case:

bool Executing = true;

Console.CancelKeyPress +=

(object sender, ConsoleCancelEventArgs e) =&gt;

{

e.Cancel = true;

Executing = false;

};



By adding the previous event handler, we can implement a graceful shutdown of our

console application, as follows:

Log.Information ("Application started...");

try

{

while (Executing)

{

System.Threading.Thread.Sleep (1000);

}

}

catch (Exception ex)

{

Log.Exception (ex);

}

finally

{

Log.Information ("Terminating application.");

Log.Flush ();

Log.Terminate ();

}



Note that any unexpected exceptions should always be caught and sent to the

event log. This makes it easier to detect errors in the code. Furthermore, we need

to terminate the event log properly by using the Terminate method, or the console

application will not be terminated since there are active threads still running.
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Compiling and deploying the project



When compiling the application, executable files will be generated and stored

in the bin/Debug folder under the project folder. Files with the extension .dll

are executable library files. The file with the .exe extension is the executable file.

Files with the .pdb extension are debug files. If they are downloaded, remote

debugging is possible and stack traces will contain line number information

to help locate errors quickly.

To deploy files to a Raspberry Pi, several methods are available. The method used

in our examples includes using a command-line version of the Secure Copy (SCP)

protocol, which copies files using the Secure Shell (SSH) protocol, a protocol used

by Linux for secure terminal connections to the device. A command-line version of

SCP called PSCP.exe is available in PUTTY, the terminal application we used when

creating the applications.

To simplify automatic deployment, each project has a file called CopyToRaspberryPi.

bat that copies relevant files to the corresponding Raspberry Pi. To automatically

deploy newly compiled code, right-click on the project in Xamarin and select Options.

In the Options dialog, go to Build and Custom Commands. Choose After Build and

select and execute the CopyToRaspberryPi.bat command in the ${ProjectDir}

working directory. Now, the batch file will execute every time the project has been

successfully built, copying all files to the corresponding Raspberry Pi. To make

deployment quicker, files seldom changed can be commented out. The following line

shows an example of how the command-line syntax of deploying a file will look on a

Windows machine:

"c:\Program Files (x86)\PuTTY\pscp.exe" -pw raspberry

bin/Debug/Sensor.exe pi@192.168.0.29:



To execute the file on a Raspberry Pi, simply execute the following in a

terminal window:

$ sudo mono Sensor.exe



Since Sensor.exe is a .NET application, it needs to run within the Mono virtual

machine. To make sure the application has full access rights, which is important

to access GPIO later, super user access rights are required.
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Making the application run at system

startup



When the sensor is done, we might want to configure our Raspberry Pi to

automatically run the application when it boots. This way, it will always start

when the Raspberry Pi is powered up. To do this, open a terminal window to

the Raspberry Pi and edit the /etc/rc.local file as follows:

$ sudo nano /etc/rc.local



Before the exit statement, we add the following:

cd /

cd home

cd pi

mono Sensor.exe &gt; /dev/null &amp;



We can now exit, save the file, and reboot the Raspberry Pi. After a few moments,

the LEDs on our prototype board will indicate that the sensor application is up and

running. Navigating to the sensor in a browser will also confirm the sensor is alive

and well.

To update the application at a later stage, you need to kill the Mono process first,

update the application, and test it; then, when you are satisfied, reboot the device

and the application will automatically start again, using the new version of the code.
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Sampling and History

Performing basic sampling and keeping a historical record of sampled values is the

basic function of any sensor. Sensors are an important aspect of Internet of Things.

This appendix shows how sampling and historical record keeping is done in the

sensor project published in this book. You start by creating a project, as described

in Appendix A, Console Applications and then follow it up with the instructions in this

appendix. Here, we will start by interfacing our hardware, configuring it, preparing

the code with the basic data structures, and then sampling values sensed by the

hardware. The circuit diagram for our prototype board, as described in Chapter 1,

Preparing our IoT Projects, is as follows:
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Interfacing the hardware



We start by adding code to interface the hardware on our prototype board. The

actual interface with GPIO is done using the Clayster.Library.RaspberryPi

library, for which you'll have the source code available. We first add the following

references to the corresponding namespaces:

using Clayster.Library.RaspberryPi;

using Clayster.Library.RaspberryPi.Devices.Temperature;

using Clayster.Library.RaspberryPi.Devices.ADC;



The RaspberryPi namespace contains generic GPIO classes, while the Devices

subnamespace contains classes for communication with specific devices. We then

create the following private static members, one DigitalOutput class for each one

of the LEDs:

private static DigitalOutput executionLed =

new DigitalOutput (23, true);

private static DigitalOutput measurementLed =

new DigitalOutput (24, false);

private static DigitalOutput errorLed =

new DigitalOutput (25, false);

private static DigitalOutput networkLed =

new DigitalOutput (18, false);



We also remove the Executing variable defined in Appendix A, Console Applications,

and replace it with executionLed.Value. Instead of setting the variable to true

or false respectively, we can also use the High() and Low() methods. By using

this LED instead of an internal variable, we can physically see when the application

is running.

The DigitalOutput class manages the state of an output GPIO pin. The first

parameter is the GPIO pin number it controls and the second parameter is its initial

state. We also need to add an object of the DigitalInput class for the motion detector

on GPIO pin 22, as follows:

private static DigitalInput motion = new DigitalInput (22);



We then have two sensors connected to an I2C bus that is connected to pins 3, Serial

Clock (SCL), and 2, Serial Data (SDA). If a Raspberry Pi R1 is used, these pins have

to be changed to pin 1 instead of 3 for SCL and pin 0 instead of 2 for SDA. Reading

the component specifications, we deduce that a maximum clock frequency of 400

kHz is allowed. We code these specifications in the following simple statement:

private static I2C i2cBus = new I2C (3, 2, 400000);
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We then add a reference to the Texas Instruments TMP102 sensor, hardwired to

address 0, which within the class is converted to I2C address 48 hex, as follows:

private static TexasInstrumentsTMP102 tmp102 =

new TexasInstrumentsTMP102 (0, i2cBus);



The Analog/Digital Converter Digilent Pmod AD2 employed uses an Analog

Devices AD7991, which also uses I2C to communicate with microcontrollers. It is also

hardwired to address 0, which internally in the class is converted to I2C address 28

hex, making it possible to coexist with the temperature sensor. Only one of the A/D

channels is used in this example. We add the corresponding interface as follows:

private static AD799x adc =

new AD799x (0, true, false, false, false, i2cBus);



Correctly releasing hardware



Hardware attached to GPIO pins are not released by default when an application

terminates, as is done with other system resources controlled by the operating

system. For this reason, it is very important to always release hardware resources

correctly in the application and shut down the application gracefully, regardless of

what happens inside the application. For this reason, we call the Dispose() method

on all hardware resources in the finally statement at the end of the Main method,

which is guaranteed to run. The Dispose() method makes sure all resources are

released correctly, and any output pins are converted back to passive input pins:

executionLed.Dispose ();

measurementLed.Dispose ();

errorLed.Dispose ();

networkLed.Dispose ();

motion.Dispose ();

i2cBus.Dispose ();



Internal representation of sensor values

We now have our hardware interfaces in place. We now need to plan how

to represent sampled values internally. The motion detector is a digital input.

Its internal representation is simply done as a Boolean parameter, as follows:

private static bool motionDetected = false;
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The temperature sensor returns a binary 16-bit value whose most significant byte

(8 bits) corresponds to an integer number of degrees centigrade, and the least

significant byte (bits) corresponds to fractions of degrees. Negative values are

represented using two's complement, which means the 16-bit value should be

treated as a simple signed 16-bit integer (short) in C#. We will convert this to a

double datatype for practical reasons that will become clear later. So, our internal

representation of the temperature value becomes this:

private static double temperatureC;



The light sensor, on the other hand, is only a simple analog device with no calibrated

physical unit. The AD7991 device will return as a 12-bit unsigned value from 000 to

FFF hex. We will convert this to a relative value in percentage, where 0 percent will

represent no light and 100 percent maximum light, all as measured by the sensor.

Practically, during a bright day or when using a flashlight, the sensor will measure 100

percent. When placing one or two hands on the sensor, it will measure 0 percent. Our

internal representation of light density will also be made by a double value, as follows:

private static double lightPercent;



Since access to sensor values will be possible from multiple threads, we will also create

a synchronization object, which will be used during the lifetime of the application—

except during initialization—to make sure data is always consistent:

private static object synchObject = new object ();



Averaging to decrease variance



Our application will sample the physical values every second. To avoid jitter in

sampled values, we will also use an averaging window that for each sample will

calculate the average value of the last ten sampled values. Such an averaging

window will reduce the variance in sampled values and remove jitters that often

occur when sensors are sampled frequently and differences in sampled values is

small. This reduction in variance will appear to also decrease error and provide an

additional decimal of accuracy. Even though the method actually reduces sample

errors, it does not remove systematic errors that make sensors offset over time. To

remove such errors, recalibration of sensors is required. But, by using the average

values over the last ten sampled values, the output becomes smoother. And if you're

measuring only the change in sampled values, the sensing becomes more accurate

and gives an additional decimal of precision.
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So, we add the following member variables to the application to be able to calculate

the average values of the last ten samples:

private

private

private

private

private



static

static

static

static

static



int[] tempAvgWindow = new int[10];

int[] lightAvgWindow = new int[10];

int sumTemp, temp;

int sumLight, light;

int avgPos = 0;



The avgPos variable maintains the position in the averaging windows. The sum*

parameter contains the sum of all values in the averaging window, and the temp

and light variables contain the most recent sample. Note that the sums are made

on integers, which means we do the summation on binary raw values and not

floating point values. This removes the possibility that the operation will introduce

round off errors over time, which would otherwise be the result if a large amount

of floating point additions and subtractions would have been used.



Configuring and initializing the

temperature sensor



Before the application can start using the sensors, we need to initialize

them correctly. We also need to initialize member variables used for sensing.

To initialize the temperature sensor and its sensing variables, we do as follows:

try

{

tmp102.Configure (false,

TexasInstrumentsTMP102.FaultQueue.ConsecutiveFaults_6,

TexasInstrumentsTMP102.AlertPolarity.AlertActiveLow,

TexasInstrumentsTMP102.ThermostatMode.ComparatorMode,

false, TexasInstrumentsTMP102.ConversionRate.Hz_1, false);

temp = (short)tmp102.ReadTemperatureRegister ();

temperatureC = temp / 256.0;

for (int i = 0; i &lt; 10; i++)

tempAvgWindow [i] = temp;

sumTemp = temp * 10;

}

catch (Exception ex)

{
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Log.Exception (ex);

sumTemp = 0;

temperatureC = 0;

errorLed.High ();

}



The first statement is TMP102-specific and configures how the device should operate.

The first parameter (false) disables the one-shot feature, which in practice means

the device performs regular sampling. The second parameter states that the sensor

should flag for sensor errors only after six consecutive faults have occurred. The

third parameter controls the ALERT pin on the temperature sensor saying that it

should be active low, meaning it is high in a normal state and is pulled low when

an error occurs. The ALERT pin is not used in our application. The fourth parameter

configures the sensor to work in normal comparator mode and not interrupt mode.

We don't use the sensor's interrupt pin in our application, so we leave it in comparator

mode. The fifth parameter tells the sensor to sample the temperature every second. In

the sixth parameter, we disable the extended mode, which would give us an extra bit

of precision. Normal mode is sufficient for our application.

The rest of the code is easier to understand. The temperature sensor is read,

the averaging window is filled with the current value, and the sum register is set

accordingly. This assures that the average calculation of the following sample will

be calculated correctly. If an exception occurs, as would happen if the temperature

sensor cannot be read, the error LED is lit and variables are filled with zeroes.



Configuring and initializing the light

sensor



We must now do the same with the light sensor, or better said, with the A/D

converter. The only thing that differs is how the hardware is initialized and

how the momentary value is calculated:

try

{

adc.Configure (true, false, false, false, false, false);

light = adc.ReadRegistersBinary () [0];

lightPercent = (100.0 * light) / 0x0fff;

for (int i = 0; i &lt; 10; i++)

lightAvgWindow [i] = light;
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sumLight = light * 10;

}

catch (Exception ex)

{

Log.Exception (ex);

sumLight = 0;

lightPercent = 0;

errorLed.High ();

}



When configuring the AD7991 A/D converter, the first four parameters state which

channels are active and which are not. In our example, only the first channel is active.

The fifth parameter states that we do not use an external voltage reference connected

to one of the input channels, but use the same voltage reference used to power the

I2C communication bus. The sixth parameter tells the converter not to bypass existing

filters on the I2C SCL and SDA pins.



Setting up the sampling interval



We are now ready to perform the actual sampling. As mentioned previously, sampling

will be performed in the application every second. To activate this sampling frequency,

we add the following to the main method, just before entering into the main loop:

Timer Timer = new Timer (SampleSensorValues, null,

1000 - DateTime.Now.Millisecond, 1000);



This line of code creates a System.Threading.Timer object that will call

the SampleSensorValues method every 1,000 milliseconds (last parameter).

The first call will be made on the next even second shift (third parameter). The

timer method takes a state object, which we do not need, so we choose to send

a null value (second parameter). To make sure the timer is disposed correctly

when the system terminates, we add the following line to the application's

clean-up clause at the end of the main method:

Timer.Dispose ();
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Performing the sampling



First we create the method that will be called by the sample timer created previously.

This method takes an object-valued parameter, which will always be null in our

case. We will light the measurement LED at the beginning of the method and make

sure the LED is unlit at the end. The event handler is also secured using try-catchfinally to make sure unhandled exceptions do not make the entire application fail.

The actual sampling will be done within the lock statement that is there to make

sure access to the sample parameters can only be done from one thread at a time.

If sampling goes well, the error LED is unlit (if lit):

private static void SampleSensorValues (object State)

{

measurementLed.High ();

try

{

lock (synchObject)

{

}

errorLed.Low ();

}

catch (Exception)

{

errorLed.High ();

}

finally

{

measurementLed.Low ();

}

}



Within the lock statement, we can now start our sampling. We begin by reading the

current raw values from the temperature and light sensors:

temp = (short)tmp102.ReadTemperatureRegister ();

light = adc.ReadRegistersBinary () [0];



We then subtract the oldest values available in the averaging window from the

corresponding sum variables, replace the oldest values with the newest, and add

these values to the sum registers:

sumTemp -= tempAvgWindow [avgPos];

sumLight -= lightAvgWindow [avgPos];

tempAvgWindow [avgPos] = temp;

lightAvgWindow [avgPos] = light;
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sumTemp += temp;

sumLight += light;



We then update the momentary value registers by calculating the average value

of the latest ten measurements. We also make sure to move the averaging window

position to the next oldest value, which after the current operation is the oldest:

temperatureC = (sumTemp * 0.1 / 256.0);

lightPercent = (100.0 * 0.1 * sumLight) / 0x0fff;

avgPos = (avgPos + 1) % 10;



We also make sure to update the motion detector variable with its current status:

motionDetected = motion.Value;



Historical records



One of the advantages of using a plug computer is that it is easy to store and process

historical data. We will take advantage of this fact and store historical values each

minute, hour, day, and month. But instead of storing current values at even time

intervals, which might be misleading, averaging will be performed for the entire time

interval of each corresponding period. In this case, averaging will not use windows

since the average is only required at the end of a period. For the binary motion value,

we will consider it to be true if it has been true at any time during the period and false

if it has been false during the entire period.

To facilitate these calculations, we create a class that maintains information about all

measured values:

public class Record

{

private DateTime timestamp;

private double temperatureC;

private double lightPercent;

private bool motion;

private byte rank = 0;

public Record (DateTime Timestamp, double TemperatureC,

double LightPercent, bool Motion)

{

this.timestamp = Timestamp;

this.temperatureC = TemperatureC;

this.lightPercent = LightPercent;

this.motion = Motion;

}

}
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The only field here that requires some comment is the rank field. When creating

the record, the value that will be set is 0. For each averaging division, the value of

rank will be increased by one. So, when calculating a minute average across samples

every second, it will be ranked one. When calculating an hour average across minute

averages, it will be ranked two, and so on.

We also need to add simple get and set properties for our fields:

public DateTime Timestamp

{

get { return this.timestamp; }

set { this.timestamp = value; }

}

public double TemperatureC

{

get { return this.temperatureC; }

set { this.temperatureC = value; }

}

public double LightPercent

{

get { return this.lightPercent; }

set { this.lightPercent = value; }

}

public bool Motion

{

get { return this.motion; }

set { this.motion = value; }

}

public byte Rank

{

get { return this.rank; }

set { this.rank = value; }

}



Now, let's define the sum of two records this way: if either of the records is null,

the sum will be the value of the other record. If both contain valid object references,

the fields are summed up as follows: the sum of the timestamp values is the largest

one. Likewise, the sum of the rank values is the largest of the two. The sum of the

temperature and light values is the arithmetic sum of each other respectively.

The sum of the motion property is the logical OR of the two. We formalize this

with the following code:
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public static Record operator + (Record Rec1, Record Rec2)

{

if (Rec1 == null)

return Rec2;

else if (Rec2 == null)

return Rec1;

else

{

Record Result = new Record (

Rec1.timestamp &gt; Rec2.timestamp ?

Rec1.timestamp : Rec2.timestamp,

Rec1.temperatureC + Rec2.temperatureC,

Rec1.lightPercent + Rec2.lightPercent,

Rec1.motion | Rec2.motion);

Result.rank = Math.Max (Rec1.rank, Rec2.rank);

return Result;

}

}



We also define a division operator where we divide a record with an integer number

to be able to later calculate average values. The temperature and light values are

divided arithmetically, while the timestamp and the logical motion values are left

as they are. The rank value is incremented once to give it the property mentioned

at the beginning of this section. We formalize this with the following code:

public static Record operator / (Record Rec, int N)

{

Record Result = new Record (Rec.timestamp,

Rec.temperatureC / N, Rec.lightPercent / N,

Rec.motion);

Result.rank = (byte)(Rec.rank + 1);

return Result;

}



Storing historical averages



Before we can calculate historical averages, we need a place to store them.

First, we need to add a reference to System.Collections.Generic to permit

us to use generic list structures:

using System.Collections.Generic;
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We will then add the following static member variables that will be used in our

average calculations:

private

private

private

private

private

private

private

private



static

static

static

static

static

static

static

static



Record sumSeconds = null;

Record sumMinutes = null;

Record sumHours = null;

Record sumDays = null;

int nrSeconds = 0;

int nrMinutes = 0;

int nrHours = 0;

int nrDays = 0;



Then, we will add the following static member variables to keep a record of historical

averages over time:

private

private

private

private

private



static

static

static

static

static



List&lt;Record&gt;

List&lt;Record&gt;

List&lt;Record&gt;

List&lt;Record&gt;

List&lt;Record&gt;



perSecond = new List&lt;Record&gt; ();

perMinute = new List&lt;Record&gt; ();

perHour = new List&lt;Record&gt; ();

perDay = new List&lt;Record&gt; ();

perMonth = new List&lt;Record&gt; ();



The idea is to do the following: store each sample in perSecond and also sum it

up into sumSeconds. At the end of each minute, the sum over the second is used to

calculate the average of that minute. This average is added to perMinute and also

summed to sumMinutes. At the end of each hour, the sum over the minute is used

to calculate an average for the respective hour. This average is added to perHour

and also summed to sumHours, and so on, for hours, days, and months. The code

to do this will follow. We start by creating a record containing momentary values.

This record will be ranked zero. We add this directly to the sample timer method

following the calculation of momentary values:

DateTime Now = DateTime.Now;

Record Rec, Rec2;

Rec = new Record (Now, temperatureC,

lightPercent, motionDetected);



We then add this record to historical records, maintaining at most only a thousand

records, and sum it to the second-based sum register, as follows:

perSecond.Add (Rec);

if (perSecond.Count &gt; 1000)

perSecond.RemoveAt (0);

sumSeconds += Rec;

nrSeconds++;
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If it is the start of a new minute, we calculate the minute average and store it in the

historical record, maintaining at most a thousand records. We also sum the result to

the minute-based sum register and initialize the second-based average calculation

for a new minute, as follows:

if (Now.Second == 0)

{

Rec = sumSeconds / nrSeconds;

perMinute.Add (Rec);



// Rank 1



if (perMinute.Count &gt; 1000)

{

Rec2 = perMinute [0];

perMinute.RemoveAt (0);

}

sumMinutes += Rec;

nrMinutes++;

sumSeconds = null;

nrSeconds = 0;



The same is then done again at the start of a new hour. An hour average is calculated

and stored, the hour-based sum register is incremented accordingly, and a new period

is initialized:

if (Now.Minute == 0)

{

Rec = sumMinutes / nrMinutes;

perHour.Add (Rec);

if (perHour.Count &gt; 1000)

{

Rec2 = perHour [0];

perHour.RemoveAt (0);

}

sumHours += Rec;

nrHours++;

sumMinutes = null;

nrMinutes = 0;
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The same is done again at the start of a new day. A day average is calculated and

stored, the day-based sum register is incremented accordingly, and a new period

is initialized:

if (Now.Hour == 0)

{

Rec = sumHours / nrHours;

perDay.Add (Rec);

if (perDay.Count &gt; 1000)

{

Rec2 = perDay [0];

perDay.RemoveAt (0);

}

sumDays += Rec;

nrDays++;

sumHours = null;

nrHours = 0;



At the start of a new month, we content ourselves by only calculating the month

average and storing it, and initializing a new period. At this point, we don't concern

ourselves with removing old values:

if (Now.Day == 1)

{

Rec = sumDays / nrDays;

perMonth.Add (Rec);

sumDays = null;

nrDays = 0;

}

}

}

}
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Object Database

This appendix shows how to persist data in an object database by simply using class

definitions. It uses the Sensor project example to show how sampled and historical

data records are persisted and accessed through the use of an object database proxy.



Setting up an object database



The Raspberry Pi and the Raspbian operating system come with SQLite, a small,

flexible SQL database. The Clayster.Library.Data library, a powerful and flexible

object database, can use this database (and others) to automatically persist, load, and

search for objects directly from their class definitions. There is no need to do database

development if you are using this library to persist data. To use this object database,

we first need to add a reference to the library in our main application with the

following code:

using Clayster.Library.Data;



We then create an internal static ObjectDatabase variable that can be used throughout

the project, as shown in the next code:

internal static ObjectDatabase db;



The db variable will be our proxy to the object database.

During application initialization, preferably early in the initialization, we tell

the object database library what database to use. This can be done either in an

application config file or directly from the code, as in the following example:

DB.BackupConnectionString = "Data Source=sensor.db;Version=3;";

DB.BackupProviderName = "Clayster.Library.Data.Providers." +

"SQLiteServer.SQLiteServerProvider";



Object Database



The provider's name is simply the full name of the object database provider that

will be used, in this case, the object database provider for SQLite. The term "backup"

in this case means that this value will be used if no value is found in the application

configuration file. We also need to provide a connection string whose format depends

on the provider chosen. Since we've chosen SQLite, all we need to do is provide a

filename for our database and the version of the library to use. We are then ready

to create our object database proxy, as follows:

db = DB.GetDatabaseProxy ("TheSensor");



The db variable is now our proxy. The parameter we send to the GetDatabaseProxy()

method is the name of the owner of the proxy. Owners can be used to separate data.

One owner cannot access data from another owner. The owner can be a simple name

or the full name of the class owning the data, and so on.



Database objects



The object database can store almost any object whose class is Common Language

Specification compliant (CLS-compliant). To facilitate the handling of database

objects, however, the Clayster.Library.Data library provides a base class that

can be used and that provides some basic functionality, such as the SaveNew(),

Delete(), Update(), and UpdateIfModifed()methods, and it provides OwnerId,

ObjectId, Created, Updated, and Modified attributes that can be used to manage

or reference objects.

Since it is historical data we want to persist, we will update our Record class by

making it a descendant of DBObject. We also add an attribute to the class, stating

that if supported by the object database provider, objects of this class should be

persisted in dedicated tables. SQLite does not support dedicated tables, but if you

want to change the provider to MySQL, for instance, the provider will support

dedicated tables. When creating classes that will be stored in an object database,

it is better to do it without preference to what database provider you use at the time

of developing the class. The Record class is updated using the following code:

[DBDedicatedTable]

public class Record : DBObject



Each class that is to be used in object databases is required to have a public default

constructor defined, otherwise the class cannot be loaded. A default constructor is

a constructor without parameters. We define one for our Record class as follows:

public Record()

: base(MainClass.db)

{

}
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Note here that we already limit the class to belong to a particular object database

proxy, and therefore a particular owner. If you are sharing the object database with

other applications, they cannot access these objects, and vice versa.

We update the existing constructor in a similar way, making sure the owner is set to

our object database proxy:

public Record (DateTime Timestamp, double TemperatureC,

double LightPercent, bool Motion)

: base (MainClass.db)



Loading persisted objects



We also add a static method to the Record class that allows us to load any objects

of this class given a particular parameter, Rank, and sort them in the ascending

timestamp order, as follows:

public static Record[] LoadRecords (Rank Rank)

{

DBList&lt;Record&gt; List = MainClass.db.FindObjects&lt;Record&gt;

("Rank=%0%", (int)Rank);

List.Sort ("Timestamp");

return List.ToArray ();

}



We also need to define the Rank enumeration, remembering our definition of Rank

earlier. This can be done with the following code:

public enum Rank

{

Second = 0,

Minute = 1,

Hour = 2,

Day = 3,

Month = 4

}



During application initialization, we also need to load any objects persisted earlier.

This needs to be done after object database initialization and before the HTTP server

is initialized and new samples are made. We will not persist second values in this

application, so we start by loading minute values as follows:

Log.Information ("Loading Minute Values.");

perMinute.AddRange (Record.LoadRecords (Rank.Minute));



[ 23 ]



Object Database



We do the same with hourly values:

Log.Information ("Loading Hour Values.");

perHour.AddRange (Record.LoadRecords (Rank.Hour));



We also load the daily values:

Log.Information ("Loading Day Values.");

perDay.AddRange (Record.LoadRecords (Rank.Day));



Finally, we do the same with monthly values:

Log.Information ("Loading Month Values.");

perMonth.AddRange (Record.LoadRecords (Rank.Month));



We also need to initialize our averaging calculations for the different time bases.

We begin by initializing our averaging calculations based on minute values. It is only

necessary to include records from the same hour as the current hour. Since records

are sorted in ascending time order, we simply traverse the list backwards while we

remain in the hour as the current one:

int Pos = perMinute.Count;

DateTime CurrentTime = DateTime.Now;

DateTime Timestamp;

while (Pos-- &gt; 0)

{

Record Rec = perMinute [Pos];

Timestamp = Rec.Timestamp;

if (Timestamp.Hour == CurrentTime.Hour &amp;&amp; Timestamp.Date ==

CurrentTime.Date)

{

sumMinutes += Rec;

nrMinutes++;

}

}

else

break;



We do the same operation with hourly and daily values as well, without showing it

explicitly here.
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Saving and deleting objects



The only thing missing now is to save new Record objects that we create and then

delete old objects we no longer want to keep. To save a new object, we simply call

the SaveNew() method on the object, as follows:

perMinute.Add (Rec);

Rec.SaveNew ();



Note that we repeat the previous code also for new hourly, daily, and monthly values.

And to delete an old object, we only call the Delete() method, as follows:

perMinute.RemoveAt (0);

Rec2.Delete ();



Note that a new object can only be saved using SaveNew() once. Afterwards, the

Update() or UpdateIfModified() methods have to be used, if updates are made

to the object.

We can now run our application again, let it run for a while, reset the Raspberry Pi,

rerun the application, and see that the previous values are still available.
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Control

Performing basic control operations is a crucial task for any actuator. This appendix

shows you how control operations are implemented in the actuator project published

in the book. You start by creating a project as described in Appendix A, Console

Applications, and then follow it up with the instructions in this appendix.

Here, we will start by interfacing our hardware, configuring it, preparing the code

with the basic data structures, and then starting sampling values sensed by the

hardware. The circuit diagram for our prototype board, as described in Chapter 1,

Preparing our IoT Projects, is as follows:



Control



Interfacing the hardware



All hardware, except the alarm output, are simple digital outputs. These can be

controlled by the DigitalOutput class. The alarm output will control the speaker

through a square wave signal that will output on the GPIO#7 pin, using the

SoftwarePwm class, which outputs a pulse width modulated (PWM) square signal

on one or more digital outputs. The SoftwarePwm class will only be created when

the output is active. When not active, the pin will be left as a digital input.

The declarations look as follows:

private static DigitalOutput executionLed =

new DigitalOutput (8, true);

private static SoftwarePwm alarmOutput = null;

private static Thread alarmThread = null;

private static DigitalOutput[] digitalOutputs =

new DigitalOutput[]

{

new DigitalOutput (18, false),

new DigitalOutput (4, false),

new DigitalOutput (17, false),

new DigitalOutput (27, false),

// pin 21 on Raspberry Pi R1

new DigitalOutput (22, false),

new DigitalOutput (25, false),

new DigitalOutput (24, false),

new DigitalOutput (23, false)

};



Controlling the alarm



The alarm will be controlled from a separate low-priority thread. We make sure

it is below normal priority so that it does not affect network communication and

other more important tasks. To turn the alarm on, we call the following method:

private static void AlarmOn ()

{

lock (executionLed)

{

if (alarmThread == null)

{

alarmThread = new Thread (AlarmThread);

alarmThread.Priority = ThreadPriority.BelowNormal;

alarmThread.Name = "Alarm";
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alarmThread.Start ();

}

}

}



To turn it off, we call this method:

private static void AlarmOff ()

{

lock (executionLed)

{

if (alarmThread != null)

{

alarmThread.Abort ();

alarmThread = null;

}

}

}



The thread controlling the alarm will only create the PWM output on the GPIO pin 7

and then oscillate the output frequency to generate an alarm sound. The duty cycle

will be maintained at 0.5, meaning that 50 percent of the time the wave will be high,

and during the remaining 50 percent it will be low. The oscillation starts at 100 Hz,

is increased to 1,000 Hz in steps of 10 Hz per 2 milliseconds, and then lowered back

to 100 Hz, and so the process is repeated:

private static void AlarmThread ()

{

alarmOutput = new SoftwarePwm (7, 100, 0.5);

try

{

while (executionLed.Value)

{

for (int freq = 100; freq &lt; 1000; freq += 10)

{

alarmOutput.Frequency = freq;

System.Threading.Thread.Sleep (2);

}

for (int freq = 1000; freq &gt; 100; freq -= 10)

{

alarmOutput.Frequency = freq;

System.Threading.Thread.Sleep (2);

}

}

}
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catch (ThreadAbortException)

{

Thread.ResetAbort ();

}

catch (Exception ex)

{

Log.Exception (ex);

}

finally

{

alarmOutput.Dispose ();

}

}



Since the alarm is turned off by calling the AlarmOff() method, which aborts

the execution of the thread, we make sure to catch the ThreadAbortException

exception to make a graceful shutdown of the thread.



Features adapted from the sensor project

The following topics will not be discussed explicitly for the actuator project since

they are implemented in a similar manner as for the sensor project:

•	 Main application structure

•	 Event logging

•	 Export of current output states as sensor data

•	 User credentials and authentication

•	 Connection to an object database

•	 Persistence of output states

•	 Deployment and execution after the system is restarted
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Fundamentals of HTTP

As long as communication protocols are concerned, the success of the Hypertext

Transfer Protocol (HTTP) is only eclipsed by the pervasive success of the Internet

Protocol (IP), the fundamental communication protocol on the Internet. While IP was

developed almost two decades earlier, and is used by all protocols communicating

on the Internet, it lives a relatively anonymous life compared to HTTP among the

broader public.

IP is basically used to route packets between machines (or hosts) on the Internet,

knowing only the IP address of each machine. Traditionally, networks were local,

and each of the connected machines could only communicate with other machines

on that same network using a specific address depending on the type of network

used. Today, such networks are known as Local Area Networks (LAN), and the

most commonly used LAN networks are of type Ethernet, which uses Media Access

Control (MAC) addresses as local network addresses. Using the IP protocol and IP

addresses, it was possible to inter-connect different networks, and make machines

communicate with each other regardless of to what type of local area network

they were connected. And thus the Internet was born; communication could be

made between machines on different networks. The following diagram shows the

relationship between IP, LAN, and the Physical network, in what is called a protocol

stack diagram:

Internet Protocol (IP)

(IP addresses)

Local Area Network (LAN)

(MAC addresses)

Physical

(Cables, Radio, etc.)
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Communicating over the Internet



IP is often mentioned together with the Transmission Control Protocol (TCP),

in the form of TCP/IP. TCP allows the creation of connections between machines.

Each connection endpoint is identified by the IP address of the machine and a

Port number. Port numbers allow thousands of connections to be made to or from

a single machine. There are both well-known standardized port numbers that are

used by well-known services as well as private port numbers that are short-lived

port numbers for private use. Packets sent over a TCP connection are furthermore

guaranteed to be delivered in the same order as they were sent, and without packet

loss, as long as the connection is alive. This makes it possible to create data streams,

where large streams of data can be sent between machines, in a simple manner and

without regard to details such as packet size, retransmissions, and so on.

TCP has an important cousin, the User Datagram Protocol (UDP). UDP also

transmits packets (called datagrams) between machines using IP and port numbers,

but without using connections and retries to assure datagram order and delivery.

This makes UDP much quicker than TCP, and is often preferred in favor of TCP in

cases where a certain degree of packet loss is not a problem, or handled explicitly

by the overlying service or application.

UDP is also often used together with the Internet Group Management Protocol

(IGMP) to allow the transmission of datagrams to multiple recipients at once,

without having to send the datagram to each recipient individually. This manner of

transmitting packets is called multicasting, as opposed to unicasting where packets

are sent from one machine to another. Using multicasting, it is sufficient to transmit

a stream once on a backbone, regardless of how many recipients are connected to

the backbone. If IGMP-enabled routers or switches are used when connecting to the

backbone, each local area network is not congested with all streams transmitted on

the backbone, only the streams actively subscribed to, on the local area network.

The following diagram shows the relationship between the protocols in a protocol

stack diagram:

TCP

(port #)



UDP

(port #)

Internet Protocol (IP)

(IP addresses)



Local Area Network (LAN)

(MAC addresses)

Physical

(Cables, Radio, etc.)
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From an application point of view, the operating system provides it with network

sockets, where the application can choose what protocol to use (typically TCP or

UDP), which machine to communicate with (IP address), and what port number

to use. To make life easier for end users, Domain Name Servers (DNS) are used

to provide hosts in the IP network with a name that applications can refer to. The

operating system normally provides the application with the possibility to use host

names instead of IP addresses in all application programming interfaces.



The creation of HTTP



Originally developed as a means to transport (scientific) text documents containing

simple formatting and references to other documents, the HTTP protocol is used in

a much broader context today. These documents were written in Hypertext Markup

Language (HTML) and the protocol was thus called HTTP. At that time, the mark-up

language contained simple formatting, but could also include references to images

seen inside the document and references to other documents (so called links).



Locating resources on the World

Wide Web



When HTTP was first invented, content on the Web was seen as files made

accessible by hosts. Each content item would be assigned a Uniform Resource

Locator (URN), so that links or references could be made to each content item.

Over time, web resources have evolved a great deal to include dynamically

generated content based on queries, and so on.

Uniform Resource Locators for use with HTTP(S) are made up of five parts: first,

a Uniform Resource Identifier scheme (URI scheme), HTTP or HTTPS. This URI

scheme identifies which versions of the protocol to use. (URIs and URLs are often

confused and intermixed. URIs are used for identification of resources, and do not

necessarily point to a location where the resource can be found. A URL is a location

where the resource can be accessed.) Following the URI scheme, comes the authority,

which in this case is either the domain name or IP address of the host publishing

the content item, optionally followed by the port number, if not the standard port

number for the protocol. The third part is the path of the content item, similar to a

local file path. Following the path are optional query parameters and an optional

fragment identifier.
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The following figure provides an example of the different parts of an URL/URI:



HTTP uses TCP to communicate. Communication is either performed over an

unencrypted connection (in which the URI scheme is HTTP). In this case, the default

port number is 80. Or communication can be performed over an encrypted channel

(in which the URI scheme is HTTPS). In this case, the default port number is 443.

The following diagram shows HTTP and HTTPS in a protocol stack diagram:



Securing communication using

encryption



When using HTTPS, encryption is performed using Secure Sockets Layer (SSL),

which evolved into Transport Layer Security (TLS). These in turn use X.509

Certificates to handle identification and actual encryption. These certificates

provide three services.

Firstly, they use a Public Key Infrastructure (PKI) encryption algorithm that

provides two keys, one public and one private. The public key can be sent to

whoever wants to communicate with the owner of the certificate. With this

public key, the encryption algorithm used by the certificate can encrypt

information. But you need the private key to be able to decrypt it.
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Secondly, each certificate contains information that can be used to identify the holder

(or subject) of the certificate. For web servers, this is typically the domain name of

the server. When you connect to a web server and it returns a certificate, you can use

that certificate to make sure you're talking to the correct web server and nothing else.

Thirdly, all certificates contain information of who its creator (or issuer, or certificate

authority) was. Following these links, from certificate to its issuer, and so on, until you

reach a root certificate, you get a chain of trust. When validating a certificate, this chain

of trust is processed. Each issuer has the possibility to inform the entity performing

certificate validation, that the corresponding certificate has been revoked. If the private

key of a certificate has been compromised, the certificate must be revoked, and a new

certificate created instead. By revoking a certificate with its issuer, you make sure

nobody can use the certificate illicitly as long as everybody makes sure to validate

all certificates used.

Normally, if HTTPS is used, only the server provides a certificate to identify

itself to the client. If the client chooses to use HTTP to secure the communication,

it should properly validate the server certificate to make sure the server is who it is,

and not a man-in-the-middle (MITM); somebody pretending to be the server, to

eavesdrop on the conversation. The client can also provide a client-side certificate

to authenticate itself to the server. But since certificates are complicated to create,

require maintenance, and often incur a cost and require a high level of knowledge of

the user operating the client, other methods are often used to authenticate the client.

Such methods are discussed later in this chapter. Certificates are most often used

only by high-value entities, such as servers.

You can create self-signed certificates, which are basically certificates without an

issuer. These can only be used if certificate validation is not performed or if the

certificate is installed as a root certificate by each party validating it. This should be

avoided, since this may create security issues elsewhere in the system, especially if

the certificate store used is shared between applications.



Requests and responses



HTTP is based on the request/response communication pattern, where a client makes

a request to a server and the server responds to the request by sending a response.

Each request starts by stating what method to use followed by the resource (path and

query) followed by the protocol version used (1.0, 1.1 or 2.0). Afterwards follows a

sequence of text headers followed by an optional data section. The headers contain

information about how optional data is encoded, what data is expected in the result,

user authentication information, cookies, and so on.
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Depending on the method used in the request, the server is expected to act differently.

The most common methods used are: The GET method fetches data from the server.

The HEAD method tests whether data is available on the server by simulating a GET

method but only returning the headers. The POST method posts data to the server, for

example data in a form. The PUT method uploads content, for example uploads a file.

The DELETE method removes content, for example deletes a file. The OPTIONS method

can be used to check to see what methods are supported by the server or a resource.

The server responds to the request in a similar way; first by returning the protocol

version supported by the server, followed by a status code and a status message.

After the status code and message, follows a sequence of text headers, followed by

an optional data section. In this case, the headers include not only how to encode the

data, but for how long it is valid, and so on. Other headers control authentication,

cache control and cookies, and so on.

While HTTP 1.0 and 1.1 (which are the versions mainly supported at the time of

writing this book) only support one request/response operation at a time over a single

connection, and only from the client to the server, future versions of the protocol

(such as version 2.0 currently being developed) will support multiple simultaneous

operations over a single connection. It will also support bidirectional communication.



Status codes



There are several status codes defined for use in HTTP. Are they important to

remember? Some are very well known, such as the 404 Not Found, which has

turned into its own meme, while others a bit more obscure.

It is often sufficient to know that 1xx status codes are informational, 2xx status

codes imply success (of some kind), 3xx status codes imply a redirection (of some

kind), 4xx status codes imply a client-side error in the request on behalf of the

client, and 5xx status codes imply server errors that occur on the server. Some of

the more important codes are listed in the following table. However, since they are

necessary to correctly implement server-side web resources you should not feel

limited by this list; a complete list can be found at http://tools.ietf.org/html/

rfc2616#section-6.1.1.

Code

200



Message

OK



Meaning



301



Moved Permanently



Resource moved permanently. Update

original URL.



Operation successful.
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Code

303



Message

See Other



Meaning



307



Temporary Redirect



Redirect to another URL. No need to update

original URL.



308



Permanent Redirect



Redirect to another URL. Update original URL.



400



Bad Request



The request made was badly formed.



401



Unauthorized



User has not been authenticated and cannot reach

a resource that requires authentication.



403



Forbidden



User has been authenticated but lacks privileges to

access resource.



404



Not Found



Resource not found on server.



500



Internal Server

Error



An exception occurred on the server during the

processing of the request.



Used in the PRG pattern (POST/Redirect/GET),

to avoid problems in browsers. There's more about

this later on.



Encoding and transmitting data



Clients and servers tell each other how to interpret the data that optionally follows the

headers using a set of header key and value pairs. The Transfer-Encoding header can

be used to tell the recipient the size of the content is not known at the time of sending

the headers, and is therefore sent in chunks. Chunked communication allows for

dynamically generated content, where content is sent as it is being generated. ContentEncoding can be used to send compressed data. Content-Type describes how the

actual content is encoded and decoded as a binary stream of bytes. If the number of

bytes used in transmitting the content is not implicitly defined by the context, such as

when using chunked transfer, the number of bytes of the encoded content must be sent

to the recipient using the Content-Length header.

Content-Type is closely related to MIME (short for Multipurpose Internet Mail



Extensions) types, originally developed for encoding content in mail. Today, it is

common to discuss Internet Media Types (IMT), instead of specifically discussing

MIME types (for mail) or content types (for the Web).

IMT, in its common form consists of a type and a subtype, in the form type/

subtype. Sometimes, the subtype is classified more, using a suffix, as follows: type/

subtype+suffix. Common types include text, image, audio, video, application, and so

on. One that is not self-explanatory is the application type, which does not necessarily

contain applications, but application data for applications. The following table shows

some common media types to illustrate the concept.
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IANA maintains a full list of registered media types that can be found at



http://www.iana.org/assignments/media-types/media-types.xhtml.

Media type

application/atom+xml



Description



application/json



JSON-formatted data.



application/rdf+xml



RDF-formatted data.



application/soap+xml



SOAP-formatted data (web service calls

and responses).



application/x-www-form-urlencoded



Used to encode form data containing

only simple form parameters.



audio/mpeg



MP3 or other MPEG audio.



image/jpeg



JPEG-encoded image.



multipart/form-data



Used to encode form data including files,

images, and so on, posted to a server.



text/plain



Plaint text file.



text/html



HTML file.



text/xml



XML file.



video/mp4



Mpeg-4 encoded video file.



ATOM media feeds.



States and sessions in HTTP



HTTP is considered to be stateless by itself, which means that the server responding

to requests does not by itself remember anything from previous conversations with

the client. This also means that the request must contain all information the server

requires to process the request. Stateless protocols simplify scaling, in that you can

have multiple machines serving requests to the same domain. But often it is not

a good idea to either let the client maintain all information and resend it in each

request to the server. Consider, for instance, browsing through a large result set

from a database search operation. Should the server search the database again when

navigating in the result set? Or should the client contain the entire result set (which

might take time to download), even though they may be many more than the user

is interested in? To solve such issues, applications running on web servers (as HTTP

servers are also called) on top of the HTTP layer create the concept of a session. A

session is a server-side construct, where the application can store information. The

session is identified using an identifier (which can be application-specific), and sends

only the session identifier to the client in the form of a cookie. (Cookies can contain

any type of information, not only session identifiers.) To work correctly, clients need

to remember what cookies it has received, from where they received them, and for

how long they are valid.
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When making new requests to a server, it provides any cookies it has received

pertaining to that particular server, the server forwards the cookies to the application,

and the application can continue processing the request using any state information

available in the implied session. Another important use of sessions and cookies is to

maintain user credentials. When a user logs into a service, information about the user's

credentials and privileges will be stored in the session. This allows the user to navigate

a site and the servers involved will be able to adapt the contents to the user, and their

privileges and personal settings.



User authentication



User authentication is important in secure applications and requires the user (human

or machine) behind the client connecting to a server to authenticate its credentials

to the server. In theory, client-side certificates over an encrypted connection could

be used to achieve this. This is also done when high-value entities communicate

between each other. But in web applications or IoT applications where masses of

end users without technical skills or low-value entities, such as small things, want

to communicate, certificates do not offer a practical solution.

HTTP has a built-in authentication mechanism called WWW-authentication to

differentiate itself from the more commonly known Simple Authentication and

Security Layer (SASL) used in other Internet protocols. Even though it is technically

different, it works in similar ways as SASL, by allowing multiple and pluggable

authentication mechanisms to be used, and by allowing the client to decide which

method to use, restricted only to the list of methods provided by the server.

Even though such a method works well in automation, where it is easy for clients

to authenticate themselves repetitively, it has several drawbacks when it comes to

human users.

The first drawback is that it is implemented on a protocol level, while sessions are

implemented on the application level since the protocol is stateless. This means that

the web server (or web client) are not aware that a session exists and that a user is

logged in or already authenticated by the application. This implies that unless special

provisions are taken to bypass this logic, the user needs to authenticate themselves

repetitively every time a new resource is fetched. As mentioned previously, this is

not necessarily a problem for machines. (It can even be an advantage sometimes.) To

avoid such repetitive user authentications, browsers attempt to store user credentials

so that the browser can respond by itself, without obviating the end user. But this is in

itself a security issue, since it bypasses the requirement that the real end user responds

to the login challenge, and not the browser. How does the server know the difference

between the true user opening up a browser with a stored password, and another

person using the same browser to look at the same page?
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The second drawback of using WWW-authentication for human users is its lack of

customization of user interfaces. Again, this is not a problem for machines. But the

previously mentioned reasons are more than sufficient for web developers to want

to implement user authentication by themselves, in the application layer. It also ties

into session management in a more logical manner.



Web services and Web 2.0



As the World Wide Web was formed, and HTTP became popular, it became

obvious that it was difficult and costly to maintain and publish interesting content

on a static web. The model that users used clients to browse existing information

was not sufficient. There was a need to let users be able to interact more directly

with available applications running on web servers. There was also a need to

automate content publication on servers, which meant to be able to go beyond the

quite limited possibilities that existed at the time. This included content provided

by online web forms, content published by uploading files to the web server, or

out-of-band (non HTTP-based) methods. There was a need to communicate with

underlying web applications in a more efficient manner.

With the development of XML, the web community had an exceptional tool to encode

any type of data in a structural manner. XML schemas can be used to validate XML

to make sure it is formatted as it should be. Since XML has a well-known media type,

web clients and web servers know how to encode and decode it, and it could thus be

easily published by web servers, downloaded, and used to customize user experiences.

It can be automatically transformed using XSL Transformations (XSLT) into anything

based on text (such as HTML), and supports all kinds of features. But it can also be

uploaded (using POST) to web applications to send data to it, without updating actual

application files. And for this automation got a great tool to automatically call services

within an application, and thus web services and Service-Oriented Architecture (SOA)

was born. Little was it known at the time (which seems to be a tradition for the Web)

that this would dramatically change the World Wide Web, and how users interact with

applications. Today, the advent of web services can be seen as the birth of Web 2.0, and

is the basis for everything from applications only hosting end-user generated content

to most smart applications running on smartphones. Today, web applications are not

necessarily HTML and script-based applications running in browsers, but can be native

smartphone applications communicating with their web servers using web services.

This is also the basis for automation and Internet of Things, over HTTP.
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SOAP or REST



There are several different types of web services available and two are well known

and commonly used today: the first one is called Simple Object Access Protocol

(SOAP) and the second is called Representational State Transfer (REST).

Once all XML-based technologies were developed, it was a relatively simple task

to start to standardize how web service calls should be made and how responses

should be returned. It resulted not only in schemas for how the actual calls and

responses are made (these are called SOAP), but also in schemas for how to

document these calls (these are called Web Service Definition Language (WSDL)).

With WSDL, it was not only possible to automate the actual calls themselves but also

to automate the actual coding or implementation of the calls. Most developer tools

today allow you to create a web reference, which basically downloads the WSDL

document from the web server and the tool automatically generates code that will

make the corresponding calls described in the document.

Automation never looked simpler. Or, at least, until the first update to the model

had to be done. One of the major problems with SOAP-based web services is that

it creates a hardly coupled link between the client and the server. If you update one

link, it is likely to break the other, unless special care is taken. If you do not have the

control of all participants using the web service, versioning and compatibility issues

become a major problem. This is especially true for web applications, which grow

and change dynamically from their inception until they mature.

The development of RESTful web services was a reaction to the rigor of SOAP,

which is shown in the acronym itself. Instead of attempting to solve all problems in

one protocol on top of HTTP, the idea was to go back to the roots of HTTP and allow

developers to use simple HTTP actions to create web service calls to the underlying

application. This could include simply encoding the call in the URL itself, or by posting

a simple (proprietary) XML document to a specific URL, encoding which method to

call. RESTful web services also allow methods to dynamically generate content in a

freer sense than what is allowed in SOAP. Furthermore, RESTful web services do not

have the same problems with versioning since it is easier to aggregate parameters and

features without breaking existing code. And last not least, it is often possible to call

RESTful web services from a browser, without the need for special tools. On the Web,

it has been shown that loosely coupled interfaces (such as RESTful interfaces are) win

over hardly coupled interfaces, even if the hardly coupled interfaces provide more

functionality, at least when it comes to web services.
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The Semantic Web and Web 3.0



Before we finish the theoretical overview of the HTTP protocol and start looking

how to practically use it in applications for Internet of Things, it is worth mentioning

recent (and some not so recent) developments in the field.

As more and more communication was done over HTTP that was not related to

fetching hypertext documents over the Internet; it was understood that the basic

premise and original abstraction of the Web was needed. Instead of URLs pointing

to "pages", which is a human concept, URLs should point to data, or even better all

types of data should be able to be identified using URIs, and if possible, even URLs.

This change in abstraction is what is referred to as linked data.

But what is the best way to represent data? At that time, data could be encoded using

XML, but this didn't mean it could be "understood" or processed, or meaningful

relationships extracted between distributed sets of data. A different method was

needed. It was understood, that all knowledge humans can communicate in language,

can be expressed, albeit not in a Nobel peace prize winning manner, using triples

consisting of a subject (who does or relates something), a predicate (what is happening,

relating, or being done) and an object (on or to what is something being done or

related). All three are represented by URIs (or URLs), and objects can also be literals.

If an object is represented by an URI (or URL) it can in turn also be a subject that

relates to a large set of objects. The abstraction of all types of data into such Semantic

Triples has resulted in the coining of the web of linked data as the Semantic Web.

Data in the Semantic Web is represented either using Resource Description

Framework (RDF), readable by machines, or Terse RDF Triple Language

(TURTLE). As the data representation is standardized, it is possible to fetch and

process distributed data in a standardized manner using the SPARQL Protocol

and RDF Query Language (SPARQL for short, pronounced "sparkle"). SPARQL

is for distributed data on the web, what SQL is for distributed data in tables in a

relational database. In a single operation, you can select, join, and process data

from the Internet as a unit, without having to code programs that explicitly fetch

data from different locations, join them, and process them before returning the

data to the requester.
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Sensor Data Query

Parameters

Sensor data is formed by the following components:



•	 Each device reports data from one or more nodes. Each node is identified by its

node identifier. In larger systems, nodes might be partitioned into data sources.

In this case, nodes are identified by a source identifier and a node identifier.

In even larger systems, nodes are identified using a triple of source identifier,

cache type, and node identifier. But for all our purposes, it is sufficient to

identify nodes by their node identifiers.

•	 Each node-reporting sensor data does so with timestamps. No data can be

reported without a valid timestamp.

•	 For each timestamp representing a point in time, one or more sensor data

fields are reported. These fields can be numerical, string-valued, Booleanvalued, date- and time-valued, timespan-valued, and enumeration-valued.

•	 Each field has a field name. This field name is a string and should be human

readable, but at the same time, well defined so that it can be machine

understandable. It must not be localized.

•	 Each field has a value, depending on the type of field it is. Numerical fields

also have an optional unit and information about the number of decimals

used. In the context of sensor data, 1.210 m3 is not the same as 1.2 m3. The

first has more precision, the second less. You could not say whether the

physical magnitude measured by the second is larger or smaller than the

first value, for instance, even though it would probably be larger and the

numerical number smaller.



Sensor Data Query Parameters



•	 Each field has a readout type classification, which categorizes as a

momentary value, peak value, status value, identification value, computed

value, or historical value. If not explicitly specified, it is assumed to be a

momentary value.

•	 Each field has a field status or quality of service level. This specifies whether

the value is missing, automatically estimated, manually estimated, manually

read, automatically read, offset in time, occurred during a power failure,

has a warning condition, has an error condition, is signed, has been used

in billing, its bill has been confirmed, or is the last value in a series. If not

specified, it is simply assumed the field is an automatically read value.

•	 Each field has optional localization information, which can be used to

translate the field name into different languages.

Often, as in our case, a sensor or meter has a lot of data. It is definitely not desirable

to return all data to everybody requesting information. In our case, the sensor can

store up to 5,000 records of historical information. How can we motivate exporting

all this information to somebody only wanting to see momentary values? We can't.

The ReadoutRequest class in the Clayster.Library.IoT.SensorData namespace

helps us parse the sensor data request query in an interoperable fashion and lets the

application know what type of data is requested. The following information can be

sent to the web resource, and is parsed by the ReadoutRequest object:

•	 Any limitations of what field names to report. In our case, if the requester is

only interested in temperature, why send light and motion values as well?

•	 Any limitations of what nodes to report. In our case, this parameter is not

very important since we will only report values using one node, the sensor

itself. But in a multinode thing, this parameter tells the thing from which

things data should be exported.

•	 Any limitations on what readout types to report. In our case, is the requester

interested in momentary values or historical values, and of which time base?

•	 Any limitations on what time interval is desired. If only a specific time

interval is of interest, it can drastically reduce data size, if the thing has

a lot of historical data.

•	 Any information about external credentials used in distributed transactions.

External credentials in distributed transactions will be covered more in detail

in later chapters. Sometimes, when assessing who has the right to see what,

it is important to know who the final recipient of the data is.
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The following table lists the query parameters understood by the ReadoutRequest

class. Query parameters in this case are case insensitive, meaning that it is possible

to mix uppercase and lowercase characters in the parameter names and the

ReadoutRequest object will still recognize them.

Parameter

nodeId



Description



cacheType



This is the cache type used to identify the node.



sourceId



This is the source ID used to identify the node.



from



This only reports data from this point in time, and newer

data.



to



This only reports data up to this point in time, and older data.



when



This is used when readout is desired. It is not supported

when running as an HTTP server.



serviceToken



This is the token that identifies the service making the

request.



deviceToken



This is the token that identifies the device making the request.



userToken



This is the token that identifies the user making the request.



all



This is the Boolean value that indicates whether all readout

types are desired. If no readout types are specified, it is

assumed all are desired.



historical



This is the Boolean value that indicates whether all historical

readout types are desired, regardless of time base.



momentary



This is the Boolean value that indicates whether momentary

values are desired.



peak



This is the Boolean value that indicates whether peak values

are desired.



status



This is the Boolean value that indicates whether status values

are desired.



computed



This is the Boolean value that indicates whether computed

values are desired.



identity



This is the Boolean value that indicates whether identity

values are desired.



historicalSecond



This is the Boolean value that indicates whether historical

second values are desired.



historicalMinute



This is the Boolean value that indicates whether historical

minute values are desired.



historicalHour



This is the Boolean value that indicates whether historical

hour values are desired.



This is the ID of a node to read.
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Parameter

historicalDay



Description



historicalWeek



This is the Boolean value that indicates whether historical

week values are desired.



historicalMonth



This is the Boolean value that indicates whether historical

month values are desired.



historicalQuarter



This is the Boolean value that indicates whether historical

quarter values are desired.



historicalYear



This is the Boolean value that indicates whether historical

year values are desired.



historicalOther



This is the Boolean value that indicates whether historical

values of another time base are desired.



This is the Boolean value that indicates whether historical day

values are desired.
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Security in HTTP

Publishing things on the Internet is risky. Anybody with access to the thing might

also try to use it with malicious intent. For this reason, it is important to protect all

public interfaces with some form of user authentication mechanism, to make sure

only approved users with correct privileges are given access to the device.

As discussed in the introduction to HTTP, there are several types of user

authentication mechanisms to choose from. High-value entities are best protected

using both server-side and client-side certificates over an encrypted connection

(HTTPS). But this book concerns itself with things not necessarily of high individual

value. But still, some form of protection is necessary.

We are left with two types of authentication; both will be explained in this chapter.

The first is the WWW-authentication mechanism provided by the HTTP protocol

itself. This mechanism is suitable for automation. The second is a login process

embedded into the web application itself, and using sessions to maintain user login

credentials. This appendix builds on the Sensor project, and shows how important

HTTP-based interfaces are protected using both WWW-authentication for machineto-machine (M2M) communication and a login/session based solution for humanto-machine scenarios.



WWW-authentication



To add WWW-authentication to some of our web resources, we begin by adding the

following reference at the top of our main application file:

using Clayster.Library.Internet.HTTP.ServerSideAuthentication;



Security in HTTP



There are several different types of authentication mechanisms you can choose from.

Basic authentication is the simplest form of authentication. Here, the username and

password are sent in clear text to the server, which validates them. This method

is not recommendable, for obvious reasons. Another mechanism is the digest

authentication method. It is considered obsolete because it is based on MD5 hashes.

Since a weakness has been found in MD5 (without nonce values), the method is

no longer recommended. But it is a simple method, and the MD5 Digest method,

using nonce values, still provides some form of security so we will use it here for

illustrative purposes. To activate the digest authentication method, register it with

the HTTP server as follows:

HttpServer.RegisterAuthenticationMethod (

new DigestAuthentication ("The Sensor Realm",

GetDigestUserPasswordHash));



Registration should be done for the HTTPS server as well. If stronger protection is

desired, such methods can be implemented by simply creating a class that inherits

from the HttpServerAuthenticationMethod base class.

Now that we have registered at least one WWW-authentication method on the server,

we flag which web resources must be authenticated this way, before access is granted

to the resource. The following code enables WWW-authentication for our sensor data

export resources, by sending true in the third parameter during registration:

HttpServer.Register

HttpServer.Register

HttpServer.Register

HttpServer.Register



("/xml", HttpGetXml, true);

("/json", HttpGetJson, true);

("/turtle", HttpGetTurtle, true);

("/rdf", HttpGetRdf, true);



User credentials



Before we can calculate our Digest User Password Hash, needed for the Digest

authentication method, we need to know what user credentials are valid first.

We will build a very simple authentication model, with only one user. To be

able to change the password, we will need a class to persist the credentials.

We therefore create a new class to be used with with the object database:

public class LoginCredentials : DBObject

{

private string userName = string.Empty;

private string passwordHash = string.Empty;

public LoginCredentials ()
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: base (MainClass.db)

{

}

}



We publish the UserName property as follows:

[DBShortString(DB.ShortStringClipLength)]

public string UserName

{

get { return this.userName; }

set

{

if (this.userName != value)

{

this.userName = value;

this.Modified = true;

}

}

}



Here we note two things: firstly, we place an attribute on the string property,

saying it is a short string. This means it has a maximum length of 250 characters,

which means it can be stored in a certain way, as well as be indexed. Long strings

can be of any length, but they are stored differently. Secondly, we note the special

set method implementation, where we set the Modified attribute only if the value

changes. By implementing properties in this way, we can use UpdateIfModified()

instead of Update(), and save database access when objects have not changed.

The vigilant observer has already noted that the UserName class does not contain a

password property, but a password hash property. This is very important. Passwords

should never be stored anywhere, if you can avoid it. Most Internet authentication

mechanisms today support the use of intermediate hash values to be used instead of

passwords directly. This allows these hash values to be stored instead of storing the

original password. We will take advantage of this fact and only store the password

hash. We do this by publishing the property in the following manner:

[DBEncryptedShortString]

public string PasswordHash

{

get { return this.passwordHash; }

set

{

if (this.passwordHash != value)
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{

this.passwordHash = value;

this.Modified = true;

}

}

}



Note here that we also add an attribute, letting the object database know that the

property is not only a short string, but that it should also be encrypted before storing

the value. It can be said that this encryption is considered a weak form of encryption.

But at least the data is not stored in clear text.



Loading user credentials



At the end of the class, we add a static method that allows us to load any credential

object persisted. Since we only one such object is allowed, we choose to delete any

other objects found, created after the first object:

public static LoginCredentials LoadCredentials ()

{

return MainClass.db.FindObjects&lt;LoginCredentials&gt; ().

GetEarliestCreatedDeleteOthers ();

}



In the main class, we create a private static variable that will hold the user

credentials object:

private static LoginCredentials credentials;



During the initialization phase, we also load the object from the object database. If no

such object is found, we create a default object, with default user name Admin, and a

default password Password:

credentials = LoginCredentials.LoadCredentials ();

if (credentials == null)

{

credentials = new LoginCredentials ();

credentials.UserName = "Admin";

credentials.PasswordHash = CalcHash ("Admin", "Password");

credentials.SaveNew ();

}
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