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Deep Learning for Music Genre Classification



1

EXECUTIVE SUMMARY

The recent improvements in deep learning due to the progress in the theoritical background

and also to the bigger computational power available brings more and more applications.

Music is omniprsent on Internet, and one of the most important infomation about a song

is its music genre. As of today, genres are most often labelled by humans, but one can easily

imagine a deep learning framework which can automate this tedious task.

In this report, we will expose the different models and features we elaborated to predict

the music genre of a song, using the Magnatagatune data set, which is composed of 30 seconds

music extracts of a dozen of music genres.
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2

THE DATASET

2.1 About the Dataset

It is hard to come by a dataset that is exploitable for obvious copyright reasons. We wanted

to build a neural network model using raw data (mp3). While some datasets offer the possibility

of dealing with data that has been pre treated, only a couple have a sufficient amount of raw

mp3 to train a neural network. This led us to choose the Magnatagatune dataset that contains

25,863 music extracts of 30 seconds, which can be found here [1].

The only last issue to solve before starting our exploring the data was that the data is

unlabelled. On the page of the dataset we were able to find a csv that lists the songs and their

genre. However the strings used the names of the songs and that on the mp3s were not the

same. Therefore we had to write a script to map the raw mp3 files to their genre. However by

doing so we lost about half the data (songs that we were not able to map) which reduced the

size of our dataset to 10,747 songs and 10 music genres :

— Alt Rock

— Ambient

— Classical

— Electro Rock

— Electronica

— Hard Rock

— Hip-Hop

— Jazz

— New Age

— World
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2.2 Data exploration

2.2.1 • Dimensionality Reduction

We performed dimensionality reduction on our data set in order to see if it was coherent.

We performed the dimensionality reduction algortihms on the mel-spectrograms of the songs.

We’ll explain in a next section what is a mel spectrogram and why we used them.

After trying PCA, LDA and UMAP, LDA is cleary performing better than other dimensionality reduction algorithms.



Figure 1 – 2D LDA

The clusters are not clearly distincts, but we can see some paterns. These are even more

obvious when reducing the problem to 3 dimensions (Classical music clearly stands out, for it

uses very distinct sonorities).



Figure 2 – 3D LDA

The data looks rather coherent, and it doesn’t seems like there is any major outlier in the

dataset.
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2.2.2 • Data Distribution

The classes and not extremely well balanced (Hip-Hop is clearly lacking instances, whilst

Classical music and Electronica are over-represented), which might be an issue when training

the model.



Figure 3 – Data Distribution by Genre
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3

DATA ENGINEERING

We decided to exploit the audio features in a completely uninstinctive way. Indeed, instead

of directly feeding the neural network with the audio features, we chose to convert the audio

features into spectograms.



3.1 Regular Spectograms

The spectrogram of a sound can be seen as an image, thus we thought that using convolutional neural networks (CNN) would be a good idea. Indeed, CNN are the state of art technique

in matter of picture recognition. We can see that in regards of the performance of different

algorithms to recognize the digits of the MNIST dataset (see [2]), or to classify cats and dogs

pictures.

To plot the spectograms, we used python’s scipy library and ran the following code to

generate the spectograms (after having converter the MP3s to WAVs through Python) :

1

2

3

4



import

import

import

import



scipy . io . wavfile

os

numpy a s np

matplotlib . pyplot as p l t



5

6



f i l e = " wav/ Alt Rock/ b u r n s h e e _ t h o r n s i d e −rock_this_moon −07−bang_i_shot_him

−175 −204.wav "



7

8

9

10

11

12



r a t e , audData=s c i p y . i o . w a v f i l e . r e a d ( f i l e )

c h a n n e l 1=audData #l e f t

f i g , ax = p l t . s u b p l o t s ( 1 )

f i g . s u b p l o t s _ a d j u s t ( l e f t =0, r i g h t =1, bottom =0, top =1)

Pxx , f r e q s , b i n s , im = p l t . specgram ( channel1 , Fs=r a t e , NFFT=1024 , cmap=" autumn " )



3.2 Introducing mel-spectograms

While doing research on previous work that had previously been done on the subject [3] [4]

[5], we noticed that other projects used mel-spectograms. Those represent the frequencies on a

mel-scale :

f

fmel = 1127 × ln(1 +

)

(1)

700

Using mel-spectograms better represents the way we, humans, naturally hear sounds. To compute those spectogram we used librosoa :
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1

2

3

4

5



import

import

import

import

import



os

matplotlib . pyplot as p l t

librosa

librosa . display

numpy a s np
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f i l e = " wav/ Alt Rock/ b u r n s h e e _ t h o r n s i d e −rock_this_moon −07−bang_i_shot_him

−175 −204.wav "
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13



sig , f s = l i b r o s a . load ( f i l e )

f i g , ax = p l t . s u b p l o t s ( 1 )

f i g . s u b p l o t s _ a d j u s t ( l e f t =0, r i g h t =1, bottom =0, top =1)

S = l i b r o s a . f e a t u r e . m e l s p e c t r o g r a m ( y=s i g , s r=f s , fmax =8000)

l i b r o s a . d i s p l a y . specshow ( l i b r o s a . power_to_db ( S , r e f=np . max) , y_axis= ’ l i n e a r ’ ,

x_axis= ’ time ’ , cmap=" autumn " )



3.3 Comparaison

Let’s compare the two spectograms outputed by the scripts :



(b) Mel-spectogram



(a) Regular spectogram



Figure 4 – Burnshee Thornisde - Bang I Shot Him

The mel-spectogram seems to be less homogeneous and has more nuances in it, which should

be more easily interpratable by neural networks. Therefore, we will be using mel-spectograms

only to train our models in the rest of this paper.

Let’s just point out the fact that we did not use colored spectograms but rather grey-scale

spectogram since they are only coded on 1 channel (therefore dividing the number of features

by 3).
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4

CONVOLUTION NEURAL NETWORK

4.1 Architecture

After exprimenting different CNN architectures, we sticked with the following - rather simple

- model, consiting of 3 convolution hidden layers, and applying max pooling to those layers :



Figure 5 – Simple Convolution Neural Network
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