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Math 155R, Assignment 1. Total: 20 pts.

Due on Feb 02, 2018.

Problem

Q 1. [9pts] Let I be a non-empty set and for each i ∈ I let (Xi , ≤i ) be a poset. Define

X = i∈I Xi and on X we define the binary relation ≤ by

(xi )i∈I ≤ (yi )i∈I ⇐⇒ ∀i ∈ I, xi ≤i yi .

(i) [3pts] Prove that (X, ≤) is a poset.

(ii) [3pts] Give sufficient (and general) conditions on I and the posets (Xi , ≤i ) to ensure

that (X, ≤) is locally finite.

(iii) [3pts] Suppose that I = [n] for some n ≥ 1 and that for each i ∈ I we have that the poset

(Xi , ≤i ) is isomorphic to ([2], ≤) (with the usual order). Prove that (X, ≤) ' (P([n]), ⊆).



Problem 2. [9pts] Let u1 , . . . , un be non-empty finite posets (we are omitting

the partial

Q

order from the notation) and assume that each one is an interval. Let u = i ui be its product

poset, as constructed on the previous question.

(i) [3pts] Prove that u is an interval.

(ii) [3pts] Let µi ∈ A[ui ] and µ ∈ A[u] be the corresponding inverses of ζ in each incidence

algebra. Prove that

n

Y

µ(u) =

µi (ui ).

i=1



(iii) [3pts] Deduce that if (X, ≤) = (P(R), ⊆) for some finite set R, then

(

0

if S is not included in T

µ[S, T ] =

#T

−#S

(−1)

if S ⊆ T.



Problem 3. [2pts] Give an explicit example for a well-chosen poset X showing that, in

general, the incidence algebra A[X] discussed in class is not commutative.
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Problem 1.

Solution. (i) To show that (X, ) is a poset, I’ll show that  is indeed a binary relation that is

reflexive, antisymmetric, and transitive.

Let (xi )i∈I ∈ X. Since each (Xi , i ) is a poset (and consequently reflexive), we have xi  xi

for all i ∈ I. Therefore, the definition of  implies (xi )  (xi ).  is reflexive.

Let (xi )i∈I , (yi )i∈I ∈ X, and suppose (xi )  (yi ) and (yi )  (xi ). The definition of  implies

that xi  yi for all i ∈ I. Similarly, the definition of  implies that yi  xi for all i ∈ I. Each

(Xi , i ) is a poset (and consequently antisymmetric), so xi  yi and yi  xi implies that xi = yi

for all i ∈ I. Therefore (xi ) = (yi ).  is antisymmetric.

Let (xi )i∈I , (yi )i∈I , (zi )i∈I ∈ X, and suppose (xi )  (yi ) and (yi )  (zi ). The definition of 

implies that xi  yi and yi  zi for all i ∈ I. Each (Xi , i ) is a poset (and consequently transitive),

so xi  yi and yi  zi imply that xi  zi for all i ∈ I. Therefore (xi )  (zi ).  is transitive.

(ii) If I is finite, and each poset (Xi , i ) is locally finite, then (X, ) (and its isometric class, which

includes the product of X with any amount of posets that contain only one element) is locally finite.

Let [x1 , y1 ] × ... × [xn , yn ] be some interval in X. Each [xi , yi ] is finite (since each Xi is locally

finite), and there are a finite number

of these intervals. Therefore the number of elements in

Q

[x1 , y1 ] × ... × [xn , yn ] is equal to n #([xi , yi ]), which is finite (where #([xi , yi ]) is the number of

elements in [xi , yi ]). Therefore X is locally finite.

(iii) To prove that (X, ) ' (P([n]), ⊆), I’ll define a bijection φ : X → P([n]) and show that

φ respects .

First, define φ : X → P([n]). Since each (Xi , i ) is isomorphic to ([2], ≤) (and is a two-element

chain), there exist distinct elements min(Xi ) and max(Xi ). Define φ the following way:

φ((xi )i∈[n] ) = {i ∈ [n] : xi = max(Xi )}

Now I’ll show φ is a bijection by proving it’s (

surjective and injective.

min(Xi ) i 6∈ A

Let A ∈ P([n]). Define (xi )i∈[n] so that xi =

. By definition, φ((xi )) = A so φ is

max(Xi ) i ∈ A

surjective.
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Let (xi )i∈[n] , (yi )i∈[n] ∈ X such that φ((xi )) = φ((yi )). The definition of φ implies that each xi = yi

for all i ∈ [n] so (xi ) = (yi ). Therefore φ is injective.

Now I’ll show that φ respects  (and is therefore an isomorphism) by proving that

(xi )i∈[n]  (yi )i∈[n] implies φ((xi )) ⊆ φ((yi )).

Let (xi )i∈[n] , (yi )i∈[n] ∈ X, and suppose (xi )  (yi ).

Suppose a ∈ φ((xi )). By definition of φ, this implies that xa = max(Xa ). The definition of

(xi )  (yi ) implies that xa  ya . Together, xa = max(Xa ) and xa  ya imply that ya = max(Xa ).

Since ya = max(Xa ), the definition of φ implies that a ∈ φ((yi )). Therefore φ((xi )) ⊆ φ((yi )) and

φ is an isomorphism. Hence (X, ) ' (P([n]), ⊆).

Problem 2.

Solution. (i) To be an interval, a poset (X, ) must have values min(X) and max(X). This is

apparent from the definition of an interval.

I’ll demonstrate the existence of min(u) and max(u). Define (xi )i∈[n] such that xi = min(ui )

(which exists because ui is an interval). Similarly define (yi )i∈[n] such that yi = max(ui ).

For some (zi )i∈[n] ∈ u each zi satisfies xi  zi  yi (by the choice of xi and yi ) so therefore

(xi )  (zi )  (yi ). Hence min(u) = (x) and max(u) = (y), so u is an interval.

Q

(ii) To prove the claim µ(u) = n µi (ui ), I’ll proceed byQinduction on n.

Base Case: Suppose n = 1. Then for some interval u = 1 ui = u1 and subinterval [x1 , y1 ] ∈ u we

have

1

Y

µ([x1 , y1 ]) =

µi ([xi , yi ]) = µ1 ([x1 , y1 ])

Which is true since u = u1 (and A[u] = A[u1 ]). So the claim is proven for n = 1.

Induction Case: I’ll first show, for intervals u1 , u2 and some subinterval ([x1 , y1 ], [x2 , y2 ]) ∈ I(u1 ×

u2 ), that µ(([x1 , y1 ], [x2 , y2 ])) = µ1 ([x1 , y1 ]) · µ2 ([x2 , y2 ]).

Note that ζ(([x1 , y1 ], [x2 , y2 ])) = ζ1 ([x1 , y1 ]) · ζ2 ([x2 , y2 ]) (follows from the definition of  on u).

Similarly note that δ(([x1 , y1 ], [x2 , y2 ])) = δ1 ([x1 , y1 ]) · δ2 ([x2 , y2 ]). I’ll show that µ ∗ ζ = δ (and by

our characterization of isometries this confirms that ζ −1 = µ in A[u]).

X

(µ ∗ ζ)(([x1 , y1 ], [x2 , y2 ])) =

µ(([x1 , t1 ], [x2 , t2 ])) · ζ(([t1 , y1 ], [t2 , y2 ]))

(x1 ,x2 )(t1 ,t2 )(y1 ,y2 )



X



=



µ1 ([x1 , t1 ]) · µ2 ([x2 , t2 ])



(x1 ,x2 )(t1 ,t2 )(y1 ,y2 )



=



X



µ1 ([x1 , t1 ]) ·



x1 t1 y1



=



X



X



µ2 ([x2 , t2 ])



x2 t2 y2



µ1 ([x1 , t1 ]) · ζ([t1 , y1 ]) ·



x1 t1 y1



X

x2 t2 y2



= (µ1 ∗ ζ1 )([x1 , y1 ]) · (µ2 ∗ ζ2 )([x2 , y2 ])

= δ1 (([x1 , y1 ])) · δ2 (([x2 , y2 ]))

= δ(([x1 , y1 ], [x2 , y2 ])

2





µ2 ([x2 , t2 ]) · ζ([t2 , y2 ])
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Q

Q

So therefore µ = ζ −1 . Now suppose for ua = n ui that µa (ua ) = n µi (ui ). For some other

intervalQ

un+1 and u = ua × un+1 , the above argument proves µ(u) = µa (ua ) · µn+1 (un+1 ). Therefore

µ(u) = n+1 µi (ui ). The claim is proven for all n ≥ 1 by induction.

Qn

(iii) Let #R = n. I proved in problem 1 part (iii) that (P(R),

⊆)

'

(Y,

)

where

Y

=

i Yi ,

Qn

with (Yi , ) ' ([2], ≤). This means (P(R), ⊆) ' (Y, ) ' ( [2], ≤). Q

Since µ only depends on the

structure of the poset (the isomorphism class), we can define µ on n [2] and the definition will

also hold

Qn for X. Note that each [2] is an interval since [2] = [1, 2]. By part (ii) of this problem

µ ∈ A[ [2]] is defined

n

Y

µ([x, y]) =

µi ([xi , yi ])

i



Since each poset [2] has only two elements, we know





0

µi ([xi , yi ]) = 1





−1



the behavior of µi ∈ A[[2]] on any interval u is

`([xi , yi ]) = 0

`([xi , yi ]) = 1

`([xi , yi ]) = 2



With this explicit definition of µi we can modify the definition of µ for

(

0

x 6 y ↔ ∃i ∈ [n], xi 6 yi

µ([x, y]) =

#{i∈[n]:`([x

,y

])=2}

i

i

(−1)

xy

With the obvious bijection φ as defined in problem 1, the two values 1, 2 ∈ [n] correspond to the

absence or presence, respectively, of some ri ∈ R in A ∈ P(R). We can analyze the following

expression in this new context:





0 xi 6≤ yi

`([xi , yi ]) = 1 xi = yi . ri ∈ φ(x) and ri ∈ φ(y), or alternatively ri 6∈ φ(x) and ri 6∈ φ(y)





2 xi &lt; yi . ri 6∈ φ(x) and ri ∈ φ(y)

With this analysis, it is clear that #{i ∈ [n] : `([xi , yi ]) = 2} captures the number of elements that

are in φ(y) but not in φ(x). Therefore, simply translating the above definition to the language of

sets yields

(

0

S 6⊆ T

µ([S, T ]) =

#T

−#S

(−1)

S⊂T



Problem 3. Solution. Let (X, ) = ([2], ≤) (with (

the natural ordering) and let A be some com0 2 6∈ u

mutative unitary ring. Define the function f (u) =

. Note that f ({}) = 0, so therefore

1 2∈u

f ∈ A[X]. However,

X

(f ∗ ζ)([1, 2]) =

f ([1, t]) · ζ([t, 2]) = f ([1, 1]) · ζ([1, 2]) + f ([1, 2]) · ζ([2, 2]) = 1

1≤t≤2



(ζ ∗ f )([1, 2]) =



X



ζ([1, t]) · f ([t, 2]) = ζ([1, 1]) · f ([1, 2]) + ζ([1, 2]) · f ([2, 2]) = 1 + 1



1≤t≤2



Since f ∗ ζ 6= ζ ∗ f the incidence algebra A[X] is not commutative.
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Due on Feb 09, 2018.

Problem 1. [10pts] In this problem we consider the divisibility poset (N∗ , |), which is locally

finite. Our incidence algebra and lower convolution algebra will have coefficients in A = R.

Note that in this case elements of L(N∗ ) are all functions φ : N∗ → R since our poset has a

(unique) minimal element, namely, 1.

The function ω : N∗ → R is the number of different prime factors. A number n ∈ N∗ is

squarefree if the only square dividing n is 1.

(i) [3pts] Define the function µ : N∗ → R as follows:

(

(−1)ω(n) if n is squarefree

µ(n) =

0

otherwise.

Prove that the M¨

obius function µ0 ∈ R[N∗ ] is given by

(

µ(n/m) if m|n

µ0 [m, n] =

0

otherwise.

(ii) [4pts] Define the series

F (s) =



∞

X

µ(n)

n=1



ns



.



Prove that for each s &gt; 1 the series F (s) converges absolutely. Also, prove that

lim F (s) = 0.



s→1



(iii) [3pts] Show that for all n ∈ N∗ we have

(

X

1

µ(d) =

0

d2 |n



if n is squarefree

otherwise.



Problem 2. [10pts] In the following problems, p &gt; 2 is a prime.

(i) [3pts] Consider a polynomial f (x) ∈ Fp [x] of the form f (x) = x2 + c. Prove that if f (n)

is a square for each n ∈ Fp , then c = 0 (thus, f itself is a square!). Give a more general

statement about other quadratic polynomials.

(ii) [3pts] Let f ∈ Fp [x, y] be a non-zero polynomial of degree d ≥ 1. Show that

#{(α, β) ∈ F2p : f (α, β) = 0} ≤ dp.

(iii) [4pts] Use the result in the previous item (and possibly other refinements in the argument) to get better lower bounds on the size of Kakeya sets in F2p .

Remark. The bound from class for n = 2 is #S ≥ (2n)−n pn = p2 /16. Beat this bound

(even if your improved bound only works for large p).
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Problem 1. Solution. (i) I’ll confirm that µ0 is indeed the M¨obius function by showing it matches

the appropriate values for each interval [m, n] ∈ I(N ∗ ). First note that, when m does not divide

n, we have, as intended

µ0 ([m, n]) = µ0 ([]) = 0

n

Now consider the case when m divides n, and note that [m, n] ' [1, m

] with the isomorphism



φ : [m, n] → [1,

n

Next, suppose ω( m

) = k and let



t

n

] defined as φ(t) =

m

m



n

m

(with each ai the respective power of pi in the factorization). Let

pa11 pa22 . . . pakk =



be the prime factorization of



n

m



Ci = {pji : 0 ≤ j ≤ ai }

be the chain poset (that represents the divisibility structure of some number pai i ) with the same

Q

n

relation |. Note that [1, m

] ' ki=1 Ci with the isomorphism

k



φ : [1,



Y

n

]→

Ci defined by φ(t) = (pbi i )i∈[k]

m

i=1



(where pb11 pb22 . . . pbkk = t is the prime factorization of t). Therefore, we have [m, n] '



Qk



i=1 Ci .



I proved on the last assignment that the M¨obius function of a product poset is equal to the

product of the M¨

obius function on each individual poset. Therefore (since the M¨obius function

only depends on the structure of a poset) it suffices to demonstrate that µ0 behaves on each chain

Ci as the M¨

obius function should and that the M¨obius function of the product of these chains is in

fact µ0 . We proved in class, where C is a chain, that the M¨obius function on a chain should behave

in the following way:





`(C) = 1

1

µM¨obius (C) = −1 `(C) = 2





0

`(C) &gt; 2

I’ve already considered the case when the interval is empty above, so we can assume each chain

here has a length of at least one. Suppose `(Ci ) = 1. Therefore Ci = {1} by definition, and

µ0 ([1, 1]) = µ(1) = (−1)ω(1) = 1

1
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Suppose `(Ci ) = 2. Therefore Ci = {1, pi } by definition, and

µ0 ([1, pi ]) = µ(pi ) = (−1)ω(pi ) = −1

Suppose `(Ci ) = j &gt; 2. Therefore Ci = {1, pi , p2i , . . . , pj−1

} and

i

µ0 ([1, pj−1

]) = µ(pj−1

)=0

i

i

since pj−1

for j &gt; 2 is certainly not squarefree. Therefore µ0 is the M¨obius function of each chain

i

Ci . Consequently, on the interval [1, m

obius function:

n ] ' [m, n], we have the following M¨

k



Y

m

µM¨obius ([1, ]) =

µ0 (Ci )

n

i=1



m

m

µ ([1, ]) = µ( ) =

n

n

0



=



(

m

(−1)ω( n )

0

k

Y



m

n



squarefree

otherwise



µ0 (Ci ) = µM¨obius ([1,



i=1



m

])

n



Since if m

n is not squarefree, then some Ci will have length 3 (there will be some prime with a

power of 2). By definition, µ0 (Ci ) = 0 so the entire product is 0, as expected. Similarly, if m

n is

squarefree, then µi (Ci ) will be −1 (and 1 otherwise) only if `(Ci ) = 2, which means the power of

pi in the factorization is 1. This means it is a 0 different0 prime factor, so the number of −1 terms

0

multiplied is equal to ω( m

obius = µ .

n ). Therefore µM¨

(ii) For each term,

1

|µ(n)|

≤ s

s

n

n

since µ(n) ∈ {−1, 0, 1}. Additionally,

∞

X

1

ns



n=1



converges by the p-series test when s &gt; 1. Since each term of this series has a smaller absolute

value than each term of the p-series, the following series converges:

∞

X

|µ(n)|



ns



n=1



Hence

F (s) =



∞

X

µ(n)

n=1



2



ns
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converges absolutely for every s &gt; 0. Since this series converges absolutely, I am free to rearrange

terms of the summation as I like. To prove that lims→1+ F (s) = 0, consider the following:

∞

∞ ∞

∞

X

1 X µ(a) X X µ(a)

·

=

ds

as

(ad)s

d=1



a=1



d=1 a=1



=



=



∞ X

X

µ(a)



ns

n=1 a|n

∞

X

X

n=1



=



1

ns



∞

X

1 X 0

µ ([1, a]) · ζ([a, n])

ns



n=1



=



µ(a)



a|n



∞

X

n=1



1|a|n



1

· δ([1, n])

ns



=1

µ(a)

(Since δ([1, a]) = 0 for every n 6= 1. The second line follows: for some term (ad)

s in the original

summation, the same term is counted in the second summation when n = ad and a = a. I can

rearrange the order the terms are summed because these converge absolutely.) As s approaches 1

from the right, the following series diverges:

∞

X

1

ds

d=1



This implies that, in order for the product of these two series to exist,

lim F (s) = lim



x→s+



x→s+



∞

X

µ(n)

n=1



n



=0



(iii) Let

pa11 pa22 . . . pakk = n

be the prime factorization of n (with each ai the respective power of pi in the factorization). Next,

define

k

j a k

Y

i

m=

pbi i where each bi = ( )

2

i=1



(For example, if ai = 2 then bi = 1, or ai = 5 then bi = 2, etc.) This definition ensures that every

value t ∈ [1, m] satisfies t2 |n, and every value d2 |n is present d ∈ [1, m] (clear from the definition of

m)). Since the posets {d : d2 |n} and [1, m] are in fact equal, we have

(

X

X

X

1 m=1

0

µ(d) =

µ(d) =

µ ([1, d]) · ζ([d, m]) = δ([1, m]) =

0 m 6= 1

d|m

1|d|m

d2 |n

By definition of δ. Note that if m = 1, then n is squarefree (since there were no primes with a

power greater than 1 in the factorization of n). If m 6= 1, then n is not squarefree (there is some

bi 6= 0, hence ai &gt; 1, so p2i is a factor of n).
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Problem 2. Solution. (i) First, I’ll determine the number of squares in Fp . Let G = Fp − {0} be

a group under multiplication in Fp . Define a group homomorphism

φ : G → G defined by φ(x) = x2

Notice that ker φ = {1, −1}, since 12 = (−1)2 = 1. The First Isomorphism Theorem (which states

p−1

that Im φ ' G/ ker φ) implies that Im φ = p−1

2 (since #G = p − 1). Therefore, there are only 2

2

elements y in G such that there exists an x ∈ G where x = y. Including the element 0 ∈ Fp , we

p+1

have a total of p−1

2 + 1 = 2 squares in Fp .

The assumption that f (x) = x2 + c is a square for every x ∈ Fp implies that, for some square

y, the element y + c is also a square. 02 = 0 is a square, so therefore every element bc where b ∈ Fp

is also a square.

Suppose, for contradiction, that c &gt; 0. Let a ∈ Fp such that a is not a square (there exists

is an upper bound for the number of squares and p &gt; 2). Define

such an element because P +1

2

b = ac−1 (we know c is invertible because c 6= 0 and p is a prime). Since bc = (ac−1 )c = a, by the

above characterization of square elements, I conclude that a is a square. Contradiction, therefore

c = 0.

Consider some general quadratic f (x) = x2 + bx + c that satisfies the condition that f (n) is a

square for all n ∈ Fp . 0 Complete the square0 to yield f (x) = (x + 12 b)2 + c − 41 b2 . Considering the

constant k = c − 14 b2 in the context of the previous argument implies k = c − 14 b2 = 0. Hence any

such monic quadratic which satisfies this condition can be written in the form f (x) = (x − d)2 .

(ii) Fix some a ∈ Fp . Consider f to be a polynomial in one variable of just y. The base case

proved in class implies that the polynomial vanishes at a maximum number of points

#{y ∈ Fp : f (a, y) = 0} ≤ degy f

Note degy f ≤ deg f . Since there exist p possible values of a, there exist a maximum of p · deg f

possible points in the vanishing set of f :

#{(α, β) ∈ F2p : F (α, β) = 0} ≤ p · deg f

(iii) I’ll improve this bound by adjusting the construction of the polynomial used to model the

Kakeya set S (Prof. Pasten said in class this was a sufficient solution). Fix the dimension of the

problem to n = 2.

Let K be a field and S ∈ K 2 be a nonempty set. Define M = #S. I’ll prove there exists a

1

nonzero polynomial p ∈ K[x, y] with degree d ≤ 2M 2 such that p(s) = 0 for all s ∈ S.

Define the vector space Vd = K[x, y]≤d (the space of all bivariate polynomials of total degree

less then or equal to d). Notice that





2+d

dim Vd =

= (d + 1)(d + 2)

2

(since we can count all possible monomials, which are a basis of Vd , by choosing d strokes from

d + 2 dots). Define a linear map

L : Vd → K M defined as L(p) = (p(s))s∈S

4
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