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ABSTRACT
Ontology Matching aims to find the semantic correspon-
dences between ontologies that belong to a single do-
main but that have been developed separately. How-
ever, there are still some problem areas to be solved, be-
cause experts are still needed to supervise the matching
processes and an efficient way to reuse the alignments
has not yet been found. We propose a novel technique
named Reverse Ontology Matching, which aims to find
the matching functions that were used in the original
process. The use of these functions is very useful for
aspects such as modeling behavior from experts, per-
forming matching-by-example, reverse engineering ex-
isting ontology matching tools or compressing ontology
alignment repositories. Moreover, the results obtained
from a widely used benchmark dataset provide evidence
of the effectiveness of this approach.

1. INTRODUCTION
In the new approaches to develop information

systems, the use of a type of formal schema called
ontology is usual. Ontologies are considered to be
semantically richer than schemas in general, and
therefore, techniques for schema matching can be
easily adapted to ontologies but not vice versa [12].

There are many ontologies available on the web
currently. These ontologies are usually developed
for different collections of information, and differ-
ent kinds of applications. Nowadays, the Swoogle
search engine1 has indexed thousands of ontologies.
There are several reasons for the quick proliferation
of ontologies, but we consider mainly two:

• It is often easier to construct a new ontology,
than find an existing one which is appropriate
for a given task.

• There is often a desire for direct control over
the ontology for a particular domain, rather
than having the structure dictated by external
forces.

1http://swoogle.umbc.edu

A direct consequence of having large numbers of
ontologies available is that it is necessary to inte-
grate knowledge which is represented in different
ways. Ontology matching aims to produce align-
ments, that is, sets of semantic correspondences be-
tween elements from different ontologies. This task
is very expensive in terms of time and resource con-
sumption. The reason is that it is necessary a lot
of work from domain experts to match ontologies
or to supervise results from existing semiautomatic
tools. Our approach is based on the extraction of
the ontology matching functions used by the agents,
experts or tools when matching ontologies, so it
is a powerful way to reuse, store and understand
their knowledge. Moreover, there are other collat-
eral benefits as the ability to implement strategies
for ontology matching by example, reverse engineer-
ing existing ontology matching tools or compress
large ontology alignment repositories. In this way,
we think that the main contributions of our work
can be summarized as follow:

• We propose, for the first time to the best of
our knowledge, a methodology for reverse en-
gineering an ontology alignment which tries to
find the matching function that have been used
to generate an ontology alignment.

• We perform an empirical evaluation of our ap-
proach in order to show its practical viability
in the real world.

The rest of this work is structured in the follow-
ing way: Section 2 describes the problem statement
related to Reverse Ontology Matching. Section 3
presents the related works regarding other reverse
engineering proposals. Section 4 presents the core
of our approach, a methodology for reverse engi-
neer an ontology alignment, and some real exam-
ples. Section 5 contains an evaluation that shows
the applicability of Reverse Ontology Matching in
the practice. In Section 6, we describe the conclu-
sions extracted from this work.
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2. PROBLEM STATEMENT
An ontology is “a specification of a conceptualiza-

tion” [9] that it is to say, an abstract representation
of the world like a set of objects. In this work, we
are going to use the intuitive notion of ontology as a
set of classes with relations among them that serves
primarily to represent formal knowledge in a way
which is understandable by people and machines.

Definition 1 (Ontology Matching Function).
Ontology Matching Function is a function f where,
given two input ontologies o and o’, an (optional)
input incomplete alignment A, a set of configuration
parameters p and, a set of external resources r, an
alignment y is returned.

y = f(o, o′, A, p, r) (1)

Definition 2 (Ontology Alignment). An on-
tology alignment is a set of mappings, thus, a set
of tuples in the form (id, e, e’, n, R). Where id is
an unique identifier, e and e’ are entities belonging
to two different ontologies, R is the relation of cor-
respondence between these entities and n is a real
number between 0 and 1 representing the confidence
for R.

Definition 3 (Reverse Ontology Matching Func-
tion). We define Reverse Ontology Matching as
the function g that has been used for obtaining an
alignment y using two input ontologies o and o′, an
(optional) input incomplete alignment A, a set of
configuration parameters p and, a set of external
resources r according to the following equation:

y = f(o, o′, A, p, r)→ ∃g, g(o, o′, A, p, r, y) = f
(2)

The computation of f is far from being trivial.
There are hundreds of algorithms to match ontolo-
gies, and everything indicates that more algorithms
will appear. Moreover, matching algorithms can be
compose so we obtain a solution space populated by
many millions of possibilities. Lastly, in alignments
created by humans it is possible to find mappings
that have been found using heterogeneous rules [13].
Therefore, we cannot be sure that we are going to
obtain the original function, but a function that is
equivalent to the original one.

Definition 4 (Equivalent Ontology Matching
Function). Let f be an ontology matching func-
tion, then we define an Equivalent Ontology Match-
ing Function f ′ as a function which return the same
result that f for the same input. More formally

f ′ ≡ f ↔ f ′(o, o′, A, p, r) = f(o, o′, A, p, r) (3)

These two basic ideas behind the notions of Re-
verse Ontology Matching Function and Equivalent
Ontology Matching Function allow us to formulate
the definition Equivalent Reverse Ontology Match-
ing Function as follows.

Definition 5 (Equivalent Reverse Ontology
Matching Function). Let g be a reverse ontol-
ogy matching function, then we define a Equivalent
Reverse Ontology Matching Function g′ as an func-
tion which return the same result that g for the same
input. More formally

g′ ≡ g ↔ g′(o, o′, A, p, r, y) = g(o, o′, A, p, r, y) (4)

Take into account, that given an alignment be-
tween two ontologies, we know nothing about the
heuristic used for the expert in order to provide the
results. However, we know two main things: firstly,
in Ontology Matching there are a limited amount
of categories for grouping algorithms with similar
behaviors, and secondly, we understand the notion
of composite matchers, that it is to say, the idea
behind to combine similarity values predicted by
multiple algorithms to determine correspondences
between ontology elements in order to benefit from
the high degree of precision of some algorithms and
at the same time the broader coverage of other al-
gorithms [6]. For the rest of this work, we are work-
ing under the assumption that the agent, expert or
tool which generate an initial alignment always try
to maximize the precision and coverage of their so-
lutions.

2.1 Use Cases
There are many applications where reverse on-

tology matching will be very useful. We are going
to show here four of them: a) Capturing behavior
from experts, b) Matching by example, c) Reverse
engineer existing tools, and d) Compressing large
volumes of ontology alignments.

2.1.1 Capturing behavior from experts.
If we ask an expert for creating mappings between

two ontologies that belong to its area of expertise
but that have been developed separately, we are go-
ing to obtain a few correspondences but nothing
else. These correspondences are only useful for the
current case and we are not going to be able to get
profit from them in the future. But, if we reverse
engineer these correspondences, we will be able to
obtain the heuristic used by the expert and apply
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it in a lot of additional scenarios. Moreover, we
can become experts because we are not going to see
only results but the way to reach these results. Fi-
nally, but not least, we can compare heuristics from
a wide variety of experts and obtain easily a core
heuristic, thus, a common way to solve problems.

2.1.2 Matching by example.
In many ontology matching scenarios is popular

the use of a technique called matching by example.
This technique consists of given two ontologies, try
to find several samples correspondences in order to
the system may learn how to find the rest of ex-
isting correspondences between the two ontologies
automatically. In this way, the user only has to
do a little part of the work manually. The existing
techniques use methods from the machine learning
field (e.g. genetic algorithms, neural networks, and
so on). In this way, better the set of mappings pro-
vided by the user larger the quality of the automatic
matching to be performed. One of the advantages
of reverse ontology matching functions is that can
be computed in real time, so it is possible to com-
pute the equivalent reverse matching function for a
little set of mappings in order to apply this function
to the rest of the given ontologies. If the user is able
to provide all possible cases initially, the automatic
part of the matching process will be very good.

2.1.3 Reverse engineer existing tools.
Author of the initial set of mappings is not rel-

evant for our reverse ontology matching approach.
This means that is possible to detect, and there-
fore to simulate, an equivalent working mode for
the most of deterministic ontology matching tools.
Deterministic here means that for a given input,
the same output is always provided. The reason
is that our approach evaluates some sample inputs
and outputs for these tools, and then, configures a
deterministic black box which uses well-known tech-
niques to generate the same results for the initially
given sample inputs. This technique can be use-
ful to analyze and categorize existing tools. Larger
our knowledge of these tools larger the possibility
to find errors or improve them.

2.1.4 Compressing large ontology alignments.
There are many repositories of ontology align-

ments available on the web. The problem when
storing an ontology alignment is that it is necessary
to store a lot of information which a) needs much
disk space and b) is very difficult to reuse. The rea-
son for the first fact is that it is necessary to store
the mappings, information regarding to the initial
ontologies, related overhead, and so on. Secondly,

knowledge contained in the alignment only can be
reused when comparing the same correspondences.
Storing only the function that was used to gener-
ate the alignment can save much disk space (only
a function is stored), contains the same knowledge
that the alignment (the alignment can be generated
again using the function), and is very reusable (the
function can be used in other scenarios).

3. RELATED WORKS
The importance of ontology matching is evidenced

by the large number of related works that have been
made. Unable to cite all these works, we reference
the most important surveys in this field, [3, 5, 7, 11,
14, 16] where ontology matching methods and tools
are described. There are several improvements like
the possibility to match very large ontologies [10] or
the capability to make predictions [15].

Many authors tend to categorize simple ontology
matching algorithms in the groups defined by Ehrig
[5], thus, they try to categorize basic matching al-
gorithms in four categories corresponding to the on-
tology features to exploit, i.e. Linguistic Features,
Structural Features, Constraint-based Features and
Integration-Knowledge-based features.

On the other hand, we have not found works ad-
dressing the problem of the reverse ontology match-
ing. However, the problem has been treated in ad-
jacent fields such as data exchange. For example,
Fagin et al [8] developed a framework for reverse
data exchange that supports source instances that
may contain nulls. This development required a
careful reformulation of all the important notions,
including the identity schema mapping, inverse, and
maximum recovery. Like in our approach, operators
originally introduced by Arenas et al.[1, 2], thus, the
composition operator and the inverse operator have
been recognized as two fundamental ones.

4. REVERSE ONTOLOGY MATCHING
It is possible to compute an equivalent reverse

matching function for the alignments that have been
created using several of techniques surveyed pre-
viously, either they have been combined in a par-
allel or in a sequential way. Algorithm combina-
tion means that algorithms are considered indepen-
dently of each other, instead of algorithm compo-
sition which consists of using several algorithms in
order to create a new one (hybrid algorithm). The
way to obtain this equivalent reverse matching func-
tion requires four main steps that are going to be
described now. It should be taken into account that,
although engineering details are outside the aim of
this work, these steps are susceptible to automation.
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1. Choose the set of algorithms which are going
to be used to obtain the equivalent matching
function

2. Apply rules for computing the matching func-
tion and generating an intermediate equation

3. Obtain the equivalent matching function from
the intermediate equation

4. Simplify (if possible) the equivalent reverse on-
tology matching function

On the other hand, if the mappings are given
in a probabilistic form, firstly we have to decide a
threshold in order to identify the valid ones. Then,
we can proceed with point number one. A future
improvement could consist of managing the uncer-
tainty inherent in these mappings.

4.1 Choosing the set of algorithms
Choosing an appropriate set of algorithms to com-

pose the equivalent matching function is very im-
portant in order to get success in the reverse match-
ing process. Ideally, we need to use all existing
matching algorithms, but this choice is not viable
in practice, so we propose to choose, at least, a rep-
resentative from each of the categories, although it
is possible to choose hybrid algorithms too.

4.2 The equivalent matching function
In this step, it is necessary to apply several rules

to know the algorithms that has been used origi-
nally to perform the alignment. There rules are:

Rule 1. All algorithms which satisfy a mapping
will be included in the intermediate equation.

Rule 2. All algorithms which satisfy a same input
will be combined in a sequential way, thus, using the
operator AND.

Rule 3. All algorithms, or set of algorithms, which
satisfy two different inputs will be combined paral-
lely, thus, using the operator OR.

After applying these rules, there might be map-
pings which cannot be found using the algorithms
included in the previous step. For this reason it is
necessary to define the concept of magic mapping.

Definition 5 (Magic mapping). We define a
magic mapping as the tuple (id, e, e′, n,R) belong-
ing to an alignment A so we do not know what al-
gorithm was used to find it.

The notion of magic mapping tell us that either
we have not used an appropriate set of matching
algorithms or the need to design a new matching
algorithm that addresses this issue.

4.3 Extraction of the generalization pattern
This step consists of erasing duplicates expres-

sions from the intermediate equation and making
free linked variables. In this way, we obtain a clean
of redundancies function.

4.4 Reduction Properties
We have borrowed several rules from the boolean

algebra in order to reduce the length of the equiv-
alent reverse ontology matching function. In fact,
we have classified these rules in two different groups.
For expressions with overlapped (set of) algorithms:

(a ∧ b) ∧ b→ (a ∧ b) (5)

(a ∧ b) ∨ b→ b (6)

(a ∨ b) ∧ b→ b (7)

(a ∨ b) ∨ b→ (a ∨ b) (8)

For expressions without overlapped (set of) algo-
rithms:

(a ∧ b) ∧ c→ (a ∧ b ∧ c) (9)

(a ∨ b) ∧ c→ (a ∧ c) ∨ (b ∧ c) (10)

4.5 Reverse Ontology Matching in practice
We show here two examples of how reverse ontol-

ogy matching can be performed in the practice: (a)
We extract the equivalent reverse matching func-
tion from a set of mappings (as example of cap-
turing expert behavior), (b) we apply the obtained
function that we have obtained to find mappings
between two lemmaries (as example of matching-
by-example).

Example 1. Given the following set of mappings
(Note the mispellings) {(Paris, Charles-de-Gaulle),
(London, Heathrow), (Berlin, Schonenfeld), (Rome,
Romans), (Madrid, Barajas), (Lisboa, Lisbon)} com-
pute the equivalent reverse matching function that
has been used to generate them.
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1. We are going to choose this set of non-overlapped2

ontology matching algorithms:

{Synonym, 3Grams, Stoilos, Wikip., Google }

2. If we follow the rules proposed, we are going
to obtain the following intermediate equation:

(Wikipedia (Paris, Charles-de-Gaulle) AND Google
(Paris, Charles-de-Gaulle)) OR (Wikipedia (Lon-
don, Heathrow) AND Google (London, Heathrow))
OR Google (Berlin, Schonenfeld) OR (3-Grams
(Rome, Romans) AND Stoilos (Rome, Romans))
OR (Wikipedia (Madrid, Barajas) AND Google
(Madrid, Barajas)) OR (3-Grams (Lisboa, Lis-
bon) AND Stoilos (Lisboa, Lisbon))

3. Now, we obtain the generalization pattern:

(Wikipedia (c1, c2) AND Google (c1, c2)) OR
Google (c1, c2) OR (3-Grams (c1, c2) AND
Stoilos (c1, c2))

4. Finally, we apply the appropriate reduction
properties ((6) in this case) in order to obtain
the final equivalent matching function:

Google (c1, c2) OR (3-Grams (c1, c2) AND
Stoilos (c1, c2))

What means that all input mappings that meet
these conditions will be included in the final
alignment. If more complex alignments are go-
ing to be analyzed, the two ontologies have to
be accessible so that matching algorithms can
detect structural similarities.

As it can be seen, we have captured the equivalent
reverse matching function that was initially applied
by the expert in order to match the concepts. If the
function is applied to the input set of concepts, the
mappings will be obtained again.

Example 2. Use the equivalent reverse matching
function obtained in the Example 1 to match these
two simple lemmaries {Canada, Asia, Boston, Mex-
ico, New-York} and {Celtics, Canadian, MexicoDF,
Lakers, Manhattan}

2Two algorithms are overlapped if they aim to exploit
the same ontology characteristics when looking for a
correspondence

1. The equivalent matching function that we ob-
tained in the Example 1 was:

Google (c1, c2) OR (3-Grams (c1, c2) AND
Stoilos (c1, c2))

2. We generate the set of all possible correspon-
dences between the two given lemmaries:

{(Canada, Celtics), (Canada, Canadian), (Canada,
MexicoDF), (Canada, Lakers), (Canada, Man-
hattan), (Asia, Celtics), (Asia, Canadian), (Asia,
MexicoDF), (Asia, Lakers), (Asia, Manhat-
tan), (Boston, Celtics), (Boston, Canadian),
(Boston, MexicoDF), (Boston, Lakers), (Boston,
Manhattan), (Mexico, Celtics), (Mexico, Cana-
dian), (Mexico, MexicoDF), (Mexico, Lakers),
(Mexico, Manhattan), (New-York, Celtics), (New-
York, Canadian), (New-York, MexicoDF), (New-
York, Lakers), (New-York, Manhattan) }

3. We apply the equivalent matching function to
the set of all correspondences and we have,

• Google: (Boston, Celtics), (Boston, Lak-
ers), (Mexico, MexicoDF), (New-York, Man-
hattan)

• 3-Grams AND Stoilos: (Canada, Cana-
dian), (Mexico, MexicoDF )

4. The final set of mappings is

{(Canada, Canadian), (Boston, Celtics), (Boston,
Lakers), (Mexico, Mexico DF), (New-York, Man-
hattan)}

5. We have that Boston belongs to two different
mappings. This is because there are a lot of
pages referring to NBA indexed by Google, so
this algorithm generates a false positive. It is
possible to implement the system in two ways:
a) Allowing only 1:1 correspondences, in this
case, only the mapping with a higher degree
of confidence according to the algorithms will
be added to the final alignment b) Allowing
n:m correspondences, in this case, all map-
pings that meet the conditions will be included
in the final results.
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5. EVALUATION
We perform here an evaluation of our proposal.

Firstly, we define that way to measure the quality
of an equivalent matching function. Then, we de-
scribe and discuss the cases that we can find when
evaluating this kind of functions, and lastly, we ap-
ply our technique in several real world scenarios in
order to show that reverse ontology matching is vi-
able in the practice.

Definition 6 (Equivalent reverse matching func-
tion evaluation). An equivalent reverse matching
function evaluation ermfe is a function ermfe :
S × S′ 7→ precision ∈ < ∈ [0, 1] × recall ∈ < ∈
[0, 1] that associates an alignment S and a refer-
ence alignment S′ to two real numbers stating the
precision and recall of S in relation to S′.

Precision states the fraction of retrieved map-
pings that were included in the original alignment
S. Recall is the fraction of the correct mappings
that are obtained successfully in comparison with
the mappings belonging to S. In this way, precision
is a measure of exactness and recall a measure of
completeness. The problem here is that techniques
can be optimized to obtain a high precision at the
cost of the recall or, on the contrary, it is easy to op-
timize the recall at the cost of the precision. By this
reason a F-measure is defined as a weighting factor
between precision and recall. In this work, we use
the most common configuration which consists of
weighting precision and recall equally.

Let S the alignment provided initially, and let
emf be the equivalent matching function obtained
using reverse engineering and S′ its output align-
ment. Then, we can face to these three cases:

• S′ = S. We have a perfect equivalent match-
ing function. The reason is that the equivalent
matching function has been able to replicate
exactly the results of the expert, technique or
tool that created the original alignment.

• S′ ⊂ S (S′ = S−µ, where µ is the set of magic
mappings). In this case, it has not been pos-
sible to find some of the algorithms used by
the expert, technique or tool to generate some
specific mappings. The final set of mappings
provided by the equivalent matching function
is a subset of the original set. The rest of map-
pings are magic mappings. A large number
of magic mappings means that either we have
not used an appropriate set of matching al-
gorithms or that the alignment was generated
using a hitherto unknown technique.

Ontology #Map. Pr. Rc. F-M.
Russia12 85 0.97 0.04 0.08
RussiaAB 117 1.00 0.07 0.13

TourismAB 226 0.96 0.12 0.21
Sports 150 0.99 0.02 0.04

AnimalsAB 24 0.92 0.14 0.24

Table 1: Quality for the Equivalent Re-
verse Ontology Matching functions using
Web Knowledge algorithms

Ontology #Map. Pr. Rc. F-M.
Russia12 85 0.86 0.53 0.65
RussiaAB 117 1.00 0.51 0.68

TourismAB 226 0.93 0.47 0.62
Sports 150 0.94 0.39 0.55

AnimalsAB 24 0.75 0.80 0.77

Table 2: Quality for the Equivalent Reverse
Ontology Matching functions not using Web
Knowledge algorithms

• S′ ⊃ S (S′ = S + λ, where λ is a set of new
discovered mappings). In this case, the expert,
technique or tool used an ambiguous strategy
to create the final alignment. If the result pro-
vided by the equivalent matching function is a
superset from the original one, then, we know
that a strategy was used only for an arbitrary
set of entities. For example, (Mexico, Mexi-
can) was included in the final alignment but
(Canada, Canadian) was not. Our technique
is able to capture the strategy, but it cannot
be applied in the same arbitrary way.

5.1 Empirical Results
In our experiment (see Table 1 and 2), we have

noticed that algorithms which use Web Knowledge
(Google and Wikipedia distance in this case) have
a big impact in our results. The reason is that such
kind of algorithms, which detect the co-occurrence
of terms in the same websites of the Web, are able
to find a lot of correspondences, and therefore the
precision is increased when using them. But these
algorithms generate a lot of false positives too, so
the recall is decreased.

We have that values for the precision are good.
This means that algorithms that we have used are
able to capture the most of the mappings from the
alignment. On the other hand, the value for the re-
call is lower, what means that these algorithms find
more mappings than the alignment had originally.
Therefore, F-measure, thus, the overall quality mea-
sure decreases.
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6. CONCLUSIONS
We have presented a novel approach for reverse

ontology matching. To the best of our knowledge,
this approach is the first attempt to extract the
functions that were originally used to create an align-
ment between ontologies. As we have shown, it is
very difficult to obtain the original function, but
it is possible to compute an equivalent reverse on-
tology matching function for all ontology matching
functions that have been created using one or sev-
eral of the techniques studied, either they have been
combined in a parallel or in a sequential way.

Results show us that we have reached a reason-
able quality when capturing the equivalent reverse
matching functions in the most of cases. Moreover,
we have introduced the notion of magic mapping as
a way to deal with those mappings which we do not
know how they were found. The notion of magic
mapping tells us that either we have not used an
appropriate set of matching algorithms or we need
to design a new matching algorithm that addresses
this issue. However, in practice, web knowledge al-
gorithms limit the presence of magic mappings and
have a great impact on the results. The reason is
that such algorithms are able to find a lot of corre-
spondences (even those that are not very frequent),
and therefore precision is increased. But these al-
gorithms generate a lot of false positives too, so
the recall is decreased. For this reason, we propose
to use web knowledge algorithms only in domains
where a great precision is required.

As future work, we have to face some important
challenges. Firstly, it is necessary to improve the
recall of the equivalent reverse matching functions.
We think that this can be achieved either by the
incorporation of more efficient matching algorithms
either the design of a new composition model more
effective than the current model. Secondly, it is
necessary to research faster ways to reverse engineer
an alignment. Checking one by one the mappings
is a time consuming strategy, so it is necessary to
research ways to accelerate the process without loss
of quality. One possible way to do this could be
working only on a sample of mappings, for example.
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