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A theory of superconductivity is presented, based on the fact that the interaction between electrons resulting from virtual exchange of phonons is attractive when the energy difference between the electrons states involved is less

than the phonon energy, ~ω. It is favorable to form a superconducting phase

when this attractive interaction dominates the repulsive screened Coulomb

interaction. The normal phase is described by the Bloch individual-particle

model. The ground state of a superconductor, formed from a linear combination of normal state configurations in which electrons are virtually excited in

pairs of opposite spin and momentum, is lower in energy than the normal

state by amount proportional to an average p~ω q2 , consistent with the isotope

effect. A mutually orthogonal set of excited states in one-to-one correspondence with those of the normal phase is obtained by specifying occupation

of certain Bloch states and by using the rest to form a linear combination of

virtual pair configurations. The theory yields a second-order phase transition

and a Meissner effect in the form suggested by Pippard. Calculated values

of specific heats and penetration depths and their temperature variation are

in good agreement with experiment. There is an energy gap for individualparticle excitations which decreases from about 3.5kTc at T  0  K to zero at

Tc . Tables of matrix elements of single-particle operators between the excitedstate superconducting wave functions, useful for perturbation expansions

and calculations of transition probabilities, are given.
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1. INTRODUCTION

The main facts which a theory of superconductivity must explain are (1) a

second-order phase transition at the critical temperature, Tc , (2) an electronic

specific heat varying as exp T0 {T near T  0  K and other evidence for an energy gap for individual particle-like excitations, (3) the Meissner-Ochsenfeld

effect pB  0q, (4) effects associated with infinite

? conductivity pE  0q, and (5)

the dependence of Tc on isotopic mass, Tc M  const. We present here a

theory which accounts for all of these, and in addition gives good quantitative

agreement for specific heats and penetration depths and their variation with

temperature when evaluated from experimentally determined parameters of

the theory.

When superconductivity was discovered by Onnes1 (1911), and for many years

afterwards, it was thought to consist simply of a vanishing of all electrical resistance below the transition temperature. A major advance was the discovery

of the Meissner effect2 (1933), which showed that a superconductor is a perfect diamagnet; magnetic flux is excluded from all but a thin penetration

region near the surface. Not very long afterwards (1935), London and London3 proposed a phenomenological theory of the electromagnetic properties

in which the diamagnetic aspects were assumed basic. F. London4 suggested

a quantum-theoretic approach to a theory in which it was assumed that there

is somehow a coherence or rigidity in the superconducting state such that the

wave functions are not modified very much when a magnetic field is applied.

The concept of coherence has been emphasized by Pippard5 , who, on the basis

of experiments on penetration phenomena, proposed a nonlocal modification

of the London equations in which a coherence distance, ξ0 , is introduced. One

of the authors67 pointed out that an energy-gap model would most likely lead

to the Pippard version, and we have found this to be true of the present theory.

Our theory of the diamagnetic aspects thus follows along the general lines

suggested by London and by Pippard7 .

1



H. K. Onnes, Comm. Phys. Lab. Univ. Leiden, Nos. 119, 120, 122 (1911).

W. Meissner and R. Ochsenfeld, Naturwiss. 21, 787 (1933).

3

H. London and F. London, Proc. Roy. Soc. (London) A149, 71 (1935); Physica 2, 341

(1935).

4

F. London, Proc. Roy. Soc. (London) A152, 24 (1935); Phys. Rev. 74, 562 (1948).

5

A. B. Pippard, Proc. Roy. Soc. (London) A216, 547 (1953).

6

J. Bardeen, Phys. Rev. 97, 1724 (1955).

7

For a recent review of the theory of superconductivity, whiCh includes a discussion of the

diamagnetic properties, see J. Bardeen, Encyclopedia of Physics (Springer-Verlag, Berlin,

1956), Vol. 15, p. 274.

2
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1. INTRODUCTION

The Sommerfeld-Bloch individual-particle model (1928) gives a fairly good

description of normal metals, but fails to account for superconductivity. In

this theory, it is assumed that in first approximation one may neglect correlations between the positions of the electrons and assume that each electron

moves independently in some sort of self-consistent field determined by the

other conduction electrons and the ions. Wave functions of the metal as

a whole are designated by occupation of Bloch individual-particle states of

energy pkq defined by wave vector k and spin σ; in the ground state all levels with energies below the Fermi energy, EF , are occupied; those above are

unoccupied. Left out of the Bloch model are correlations between electrons

brought about by Coulomb forces and interactions between electrons and

lattice vibrations (or phonons). Most of the relatively large energy associated

with correlation effects occurs in both normal and superconducting phases

and cancels out in the difference. One of the problems in constructing a

satisfactory microscopic theory of superconductivity has been to isolate that

part of the interaction which is responsible for the transition. Heisenberg8

and Koppe9 proposed a theory based on long-wavelength components of the

Coulomb interaction, which were presumed to give fluctuations in electron

density described roughly by wave packets localizing a small fraction of the

electrons on lattices moving in different directions. A great break-through

occurred with the discovery of the isotope effect10 , which strongly indicated,

as had been suggested independently by Fröhlich11 , that electron- phonon

interactions are primarily responsible for superconductivity.

Early theories based on electron-phonon interactions have not been successful. Fröhlich’s theory, which makes use of a perturbation-theoretic approach,

does give the correct isotopic mass dependence for H0 , the critical field at T 

0  K, but does not yield a phase with superconducting properties and further,

the energy difference between what is supposed to correspond to normal and

superconducting phases is far too large. A variational approach by one of the

authors12 ran into similar difficulties. Both theories are based primarily on

the self-energy of the electrons in the phonon field rather than on the true

interaction between electrons, although it was recognized that the latter might

be important13 .

The electron-phonon interaction gives a scattering from a Bloch state defined

by the wave vector k to k1  k  κ by absorption or emission of a phonon of

wave vector κ. It is this interaction which is responsible for thermal scattering. Its contribution to the energy can be estimated by making a canonical

8



W. Heisenberg, Two Lectures (Cambridge University Press, Cambridge, 1948).

H. Koppe, Ergeb. exakt. Naturw. 23, 283 (1950); Z. Physik 148, 135 (1957).

10

E. Maxwell, Phys. Rev. 78, 477 (1950) ; Reynolds, Serin, Wright, and Nesbitt, Phys. Rev.

78, 487 (1950).

11

H. Fröhlich, Phys. Rev. 79, 845 (1950).

12

J. Bardeen, Phys. Rev. 79, 167 (1950) ; 80, 567 (1950); 81, 829 (1951).

13

For a review of the early work, see J. Bardeen, Revs. Modern Phys. 23, 261 (1951).

9
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1. INTRODUCTION

transformation which eliminates the linear electron-phonon interaction terms

from the Hamiltonian. In second order, there is one term which gives a renormalization of the phonon frequencies, and another, H2 , which gives a true

interaction between electrons, independent of the vibrational amplitudes. A

transformation of this sort was given first by Fröhlich14 in a formulation in

which Coulomb interactions between electrons were disregarded. In a later

treatment, Nakajima15 showed how such interactions could be included. Particularly for the long-wavelength part of the interaction, it is important to take

into account the screening of the Coulomb field of any one electron by other

conduction electrons. Such effects are included in a more complete analysis

by Bardeen and Pines16 , based on the Bohm-Pines collective model, in which

plasma modes are introduced for long wavelengths.

We shall call the interaction, H2 , between electrons resulting from the electronphonon interaction the “phonon interaction”. This interaction is attractive

when the energy difference, ∆, between the electron states involved is less

than ~ω. Diagonal or self-energy terms of H2 give an energy of order of N pEF q

p~ωq2, where N pEF q is the density of states per unit energy at the Fermi surface.

The theories of Fröhlich and Bardeen mentioned above were based largely

on this part of the energy. The observed energy differences between superconducting and normal states at T  0  K are much smaller, of the order

of N pEF q pkTc q2 or about 108 ev{atom. The present theory, based on the offdiagonal elements of H2 and the screened Coulomb interaction, gives energies

of the correct order of magnitude. While the self-energy terms do depend to

some extent on the distribution of electrons in k space, it is now believed that

this part of the energy is substantially the same in the normal and superconducting phases. The self-energy terms are also nearly the same for all of

the various excited normal state configurations which make up the superconducting wave functions.

In a preliminary communication17 , we gave as a criterion for the occurrence

of a superconducting phase that for transitions such that ∆

~ω, the attractive H2 dominate the repulsive short-range screened Coulomb interaction

between electrons, so as to give a net attraction. We showed how an attractive

interaction of this sort can give rise to a cooperative many-particle state which

is lower in energy than the normal state by an amount proportional to p~ω q2 ,

consistent with the isotope effect. We have since extended the theory to higher

temperatures, have shown that it gives both a second-order transition and a

Meissner effect, and have calculated specific heats and penetration depths.

In the theory, the normal state is described by the Bloch individual-particle

model. The ground-state wave function of a superconductor is formed by

14



H. Fröhlich, Proc. Roy. Soc. (London) A215, 291 (1952).

S. Nakajima, Proceedings of the International Conference on Theoretical Physics, Kyoto and

Tokyo, September, 1953 (Science Council of Japan, Tokyo, 1954).

16

J. Bardeen and D. Pines, Phys. Rev. 99, 1140 (1955).

17

Bardeen, Cooper, and Schrieffer, Phys. Rev. 106, 162 (1957).

15
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1. INTRODUCTION

taking a linear combination of many low-lying normal state configurations in

which the Bloch states are virtually occupied in pairs of opposite spin and momentum. If the state kÒ is occupied in any configuration,  kÓ is also occupied.

The average excitation energy of the virtual pairs above the Fermi sea is of the

order of kTc . Excited states of the superconductor are formed by specifying

occupation of certain Bloch states and by using all of the rest to form a linear

combination of virtual pair configurations. There is thus a one-to-one correspondence between excited states of the normal and superconducting phases.

The theory yields an energy gap for excitation of individual electrons from the

superconducting ground state of about the observed order of magnitude.

The most important contribution to the interaction energy is given by shortrather than long-wavelength phonons. Our wave functions for the superconducting phase give a coherence of short-wavelength components of the density

matrix which extend over large distances in real space, so as to take maximum

advantage of the attractive part of the interaction. The coherence distance, of

the order of Pippard’s ξ0 , can be estimated from uncertainty principle arguments57 . If intervals of the order of ∆k  pkTc {EF q kF  104 cm1 are important

in k space, wave functions in real space must extend over distances of at least

∆x  1{∆k  104 cm. The fraction of the total number of electrons which have

energies within kTc of the Fermi surface, so that they can interact effectively,

is approximately kTc {EF  104 . The number of these in an interaction region

3

of volume p∆xq3 is of the order of 1022  p104 q  104  106 . Thus our wave

functions must describe coherence of large numbers of electrons18 .

In the absence of a satisfactory microscopic theory, there has been considerable development of phenomenological theories for both thermal and electromagnetic properties. Of the various two-fluid models used to describe the

thermal properties, the first and best known is that of Gorter and Casimir19 ,

which yields a parabolic critical field curve and an electronic specific heat

varying as T 3 . In this, as well as in subsequent theories of thermal properties,

it is assumed that all of the entropy of the electrons comes from excitations

of individual particles from the ground state. In recent years, there has been

considerable experimental evidence20 for an energy gap for such excitations,

18



Our picture differs from that of Schafroth, Butler, and Blatt, Helv. Phys. Acta 30, 93

(1957), who suggest that pseudomolecules of pairs of electrons of opposite spin are formed.

They show if the size of the pseudomolecules is less than the average distance between

them, and if other conditions are fulfilled, the system has properties similar to that of

a charged Bose-Einstein gas, including a Meissner effect and a critical temperature of

condensation. Our pairs are not localized in this sense, and our transition is not analogous

to a Bose-Einstein condensation.

19

C. J. Gorter and H. B. G. Casimir, Physik. Z. 35, 963 (1934); Z. techn. Physik 15, 539

(1934).

20

For discussions of evidence for an energy gap, see Blevins, Gordy, and Fairbank, Phys.

Rev. 100, 1215 (1955); Corak, Goodman, Satterthwaite, and Wexler, Phys. Rev. 102, 656

(1956); W. S. Corak and C. B. Satterthwaite, Phys. Rev. 102, 662 (1956); R. E. Glover and

M Tinkham, Phys. Rev. 104, 844 (1956), and to be published.
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1. INTRODUCTION

decreasing from  3kTc at T  0  K to zero at T  Tc . Two-fluid models which

yield an energy gap and an exponential specific heat curve at low temperatures have been discussed by Ginsburg21 and by Bernardes22 . Koppe’s theory

may also be interpreted in terms of an energy gap model. Our theory yields

and energy gap and specific heat curve consistent with the experimental observations.

The best known of the phenomenological theories for the electromagnetic properties is that of F. and H. London23 . With an appropriate choice of gauge for

the vector potential, A, the London equation for the superconducting current

density, j, may be written

cΛj  A .

(1.1)

The London penetration depth is given by:

λ2L



 Λc2{4π .



(1.2)



F. London has pointed out that (1.1) would follow from quantum theory if the

superconducting wave functions are so rigid that they are not modified at all

by the application of a magnetic field. For an electron density n/cm3 , this

approach gives Λ  m{ne2 .

On the basis of empirical evidence, Pippard5 has proposed a modification of

the London equation in which the current density at a point is given by an

integral of the vector potential over a region surrounding the point:

3

j pr q  

4πcΛξ0







»



R rR  Apr 1 qs eR{ξ0 1

dτ ,

R4



(1.3)



where R  r  r 1 . The “coherence distance”, ξ0 , is of the order of 104 cm in a

pure metal. For a very slowly varying A, the Pippard expression reduces to

the London form (1.1)

The present theory indicates that the Meissner effect is intimately related to

the existence of an energy gap, and we are led to a theory similar to, although

not quite the same as, that proposed by Pippard. Our theoretical values for

ξ0 are close to those derived empirically by Pippard. We find that while the

integrand is relatively independent of temperature, the coefficient in front of

the integral (in effect Λ) varies with T in such a way as to account for the

temperature variation of penetration depth.

Our theory also accounts in a qualitative way for those aspects of superconductivity associated with infinite conductivity and a persistent current flowing

in a ring. When there is a net current flow, the paired states pk1 Ò, k2 Óq have a

net momentum k1 k2  q, where q is the same for all virtual pairs. For each

21



W. L. Ginsburg, Fortschr. Physik 1, 101 (1953); also see reference 7.

N. Bernardes, Phys. Rev. 107, 354 (1957).

23

An excellent account may be found in F. London, Superfluids (John Wiley and Sons, Inc.,

New York, 1954), Vol. 1.

22
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1. INTRODUCTION

value of q, there is a metastable state with a minimum in free energy and a

unique current density. Scattering of individual electrons will not change the

value of q common to virtual pair states, and so can only produce fluctuations about the current determined by q. Nearly all fluctuations will increase

the free energy; only those which involve a majority of the electrons so as to

change the common q can decrease the free energy. These latter are presumably extremely rare, so that the metastable current carrying state can persist

indefinitely24 .

It has long been recognized that there is a law of corresponding states for

superconductors. The various properties can be expressed approximately in

terms of a small number of parameters. If the ratio of the electronic specific

heat at T to that of the normal state at Tc , C8 pT q {Cn pTc q is plotted on a reduced temperature scale, t  T {Tc , most superconductors fall on nearly the

same curve. There are two parameters involved: (1) the density of states in

energy at the Fermi surface, N pEF q, determined from Cn pT q  γT and (2) one

which depends on the phonon interaction, which can be estimated from Tc .

A consequence of the similarity law is that γTc2 {Vm H02 (where Vm is the molar

volume and H0 the critical field at T  0  K) is approximately the same for

most superconductors.

A third parameter, the average velocity, v0 , of electrons at the Fermi surface,

vo



 ~1|BE {Bk|F



(1.4)



is required for penetration phenomena. As pointed out by Faber and Pippard25 ,

this parameter is most conveniently determined from measurements of the

anomalous skin effect in normal metals in the high-frequency limit. The

expression, as given by Chambers26 for the current density when the electric

field varies over a mean free path, l, may be written in the form:

j n prq 



e2 N pEF q v0

2π







»



R rR  Apr 1 qs eR{l 1

dτ .

R4



(1.5)



24



Blatt, Butler, and Schafroth, Phys. Rev. 100, 481 (1955) have introduced the concept of

a “correlation length”, roughly the distance over which the momenta of a pair of particles

are correlated. M. R. Schafroth, Phys. Rev. 100, 502 (1955), has argued that there is

a true Meissner effect only if the correlation length is effectively infinite. In our theory,

the correlation length (not to be confused with Pippard’s coherence distance, ξ0 ) is most

reasonably interpreted as the distance over which the momentum of virtual pairs is the

same. We believe that in this sense, the correlation length is effectively infinite. The value

of q is exactly zero everywhere in a simply connected body in an external field. When there

is current flow, as in a torus, there is a unique distribution of q values for minimum free

energy.

25

T. E. Faber and A. B. Pippard, Proc. Roy. Soc. (London) A231, 53 (1955).

26

See A. P. Pippard, Advances in Electronics (Academic Press, Inc., New York, 1954), Vol. 6,

p. 1.
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1. INTRODUCTION

The coefficient N pEF q v0 has been determined empirically for tin and aluminum.

Pippard based his Eq. (1.3) on Chambers’ expression. London’s coefficient, Λ,

for T  0  K may be expressed in the form:

Λ1



 23 e2N pEF q v02 .



(1.6)



Faber and Pippard suggest that if ξ0 is written:

ξ0



 a~v0{kTc ,



(1.7)



the dimensionless constant a has approximately the same value for all superconductors and they find it equal to about 0.15 for Sn and Al27 .

Our theory is based on a rather idealized model in which anisotropic effects

are neglected. It contains three parameters, two corresponding to N pEF q and

v0 , and one dependent on the electron-phonon interaction which determines

Tc . The model appears to fit the law of corresponding states about as well as

real metals do ( 10 % for most properties). We find a relation corresponding

to (1.7) with a  0.18. It thus appears that superconducting properties are

not dependent on the details of the band structure but only upon the gross

features.

Section 2 is concerned with the nature of the ground state and the energy of

excited states near T  0  K, Sec. 3 with excited states and thermal properties,

Sec. 4 with calculation of matrix elements for application to perturbation theory expansions and transition probabilities and Sec. 5 with electrodynamic

and penetration phenomenon. Some of the computational details are given in

Appendices.

We give a fairly complete account of the equilibrium properties of our model,

but nothing on transport or boundary effects. Starting from matrix elements

of single-particle scattering operators as given in Sec. 4, it should not be difficult to determine transport proper- ties in the superconducting state from

the corresponding properties of the normal state.



27



From analysis of data on transmission of microwave and far infrared radiation through

superconducting films of tin and lead, Glover and Tinkham (reference 20) find a  0.27.
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2. THE GROUND STATE

The interaction which produces the energy difference between the normal

and superconducting phases in our theory arises from the virtual exchange

of phonons and the screened Coulomb repulsion between electrons. Other

interactions, such as those giving rise to the single-particle self-energies, are

thought to be essentially the same in both states, their effects thus cancelling in the energy difference. The problem is therefore one of calculating

the ground state and excited states of a dense system of fermions interacting

via two-body potentials.

The Hamiltonian for the fermion system is most conveniently expressed in

terms of creation and annihilation operators, based on the renormalized Bloch

states specified by wave vector k and spin σ, which satisfy the usual Fermi

commutation relations:





ckσ , ck1 σ1   δkk1 δσσ1 ,

(2.1)



rckσ , ck1σ1 s  0 .



(2.2)



The single-particle number operator nkσ is defined as

nkσ



 ckσ ckσ .



(2.3)



The Hamiltonian for the electrons may be expressed in the form

H







¸



¡



k nkσ



k kF







¸



|k | p1  nkσ q



HCoul



k kF



2~ωκ |Mκ | c pk1  κ, σ 1 q c pk1 , σ 1 q c pk

2



pk  k κq  p~ωκq

 H0 HI ,

2



1 ¸

2 k,k1 ,σ,σ1 ,κ



κ, σ q c pk, σ q



2



(2.4)



where k is the Bloch energy measured relative to the Fermi energy, EF . We

denote by k ¡ kF states above the Fermi surface, by k kF those below. The

fourth term on the right of (2.4) is H2 , the phonon interaction, which comes

from virtual exchange of phonons between the electrons. The matrix element

for phonon-electron interaction, Mκ , calculated for the zero-point amplitude

of the lattice vibrations, is related to the vκ introduced by Bardeen and Pines16

by

|Mκ |2  |vκ |2 xqκ2 yAv  |vκ |2 p~{2ωκ q .

(2.5)
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2. THE GROUND STATE

Since |Mκ |2 varies with isotopic mass in the same way that ωκ does, the ratio

|Mκ |2 {~ωκ is independent of isotopic mass. We consider only the off-diagonal

interaction terms of H2 , assuming that the diagonal terms are taken into

account by appropriate renormalization of the Bloch energies, k . The third

term is the screened Coulomb interaction.

Following Bardeen and Pines16 , the phonons are assumed to be decoupled

from the electrons by a renormalization procedure and their frequencies are

taken to be unaltered by the transition to the superconducting state. While

this assumption is not strictly valid, the shift in self-energy can be taken into

account after we have solved for the electronic part of the wave function. This

separation is possible because the phonons depend only upon the average

electron distribution in momentum space and the wave function for electrons

at any temperature is formed from configurations with essentially the same

distribution of particles. The Bloch energies are also assumed to be constant;

however, their shift with temperature could be treated as in the phonon case.

The form of the phonon interaction shows that it is attractive (negative) for

excitation energies |k  k κ | ~ωκ . Opposed to this is the repulsive Coulomb

interaction, which may be expressed in a form similar to H2 . For free electrons

in a system of unit volume the interaction in momentum space is 4πe2 {κ2 . In

the Bohm-Pines theory, the long-wavelength components are expressed in the

form of plasma oscillations, so that κ can be no smaller than the minimum

value κc , usually slightly less than the radius of the Fermi surface, kF . One

could also take screening into account by a Fermi-Thomas method, in which

case κ2 would be replaced by κ2 κs 2 , where κs depends on the electron

density. Our criterion for superconductivity is that the attractive phonon

interaction dominates the Coulomb interaction for those matrix elements

which are of importance in the superconducting wave function:



V 



B



2

κ|

 2|M

~ωκ



4πe2

κ2



F



0.



(2.6)



Av



The most important transitions are those for which |k  k κ |  kTc ! ~ωκ . A

detailed discussion of the criterion (2.6) has been given by Pines1 , who shows

that it accounts in a reasonable way for the empirical rules of Matthias2 for

the occurrence of superconductivity. Numerically, the criterion is not much

different from one given earlier by Fröhlich11 , based on a different principle.

To obtain the ground state function, we observe that the interaction Hamiltonian connects a large number of nearly degenerate occupation number

configurations with each other via nonzero matrix elements. If the matrix

elements were all negative in sign, one could obtain a state with low energy

by forming a linear combination of the basic functions with expansion coeffi1

2



D. Pines, Phys. Rev. 109, 280 (1958).

B. Matthias, Progress in Low Temperature Physics (North-Holland Publishing Company, Amsterdam, 1957), Vol. 2.
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2. THE GROUND STATE

cients of the same sign. The magnitude of the interaction energy obtained in

this manner would be approximately given by the number of configurations

which connect to a given typical configuration times an average matrix element. This was demonstrated by one of the authors3 by solving a problem in

which two electrons with zero total momentum interact via constant negative

matrix elements in a small shell above the Fermi surface. It was shown that

the ground state of this system is separated from the continuum by a volume

independent energy. This type of coherent mixing of Bloch states produces a

state with qualitatively different properties from the original states.

In the actual

 problem, the interaction which takes a pair from pk1 σ1 , k2 σ2 q to

k11 σ1 , k21 σ2 contains the operators,









c k21 , σ2 c pk2 , σ2 q c k11 , σ1 c pk1 , σ1 q .



(2.7)



Conservation of momentum requires that

k1



k2



 k11



k21 .



(2.8)



Because of Fermi-Dirac statistics, matrix elements of (2.7) between arbitrary

many electron configurations alternate in sign so that if the configurations

occur in the ground state with roughly equal weight, the net interaction energy

would be small. We can, however, produce a coherent low state by choosing

a subset of configurations between which the matrix elements are negative.

Such a subset can be formed by those configurations in which the Bloch

states are occupied in pairs, pk1 σ1 , k2 σ2 q; that is, if one member of the pair

is occupied in any configuration in the subset, the other is also. Since the

interaction conserves momentum, a maximum number of matrix elements

will be obtained if all pairs have the same net momentum, k1 k2  q. It

is further desirable to take pairs of opposite spin, because exchange terms

reduce the interaction for parallel spins. The best choice for q for the ground

state pairing is q  0, pkÒ,  kÓq.

We start then by considering a reduced problem in which we include only

configurations in which the states are occupied in pairs such that if kÒ is

occupied so is  kÓ. A pair is designated by the wave vector k, independent of

spin. Creation and annihilation operators for pairs may be defined in terms

of the single-particle operators as follows:



 c k Ó ck Ò ,

bk   c  k Ó  c k Ò  ,

bk



(2.9)

(2.10)



These operators satisfy the commutation relations









bk , bk1  



3



 p1  nk Ò  nk Óq δkk1 ,



(2.11)



L. N. Cooper, Phys. Rev. 104, 1189 (1956).
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rbk , bk1 s  0 ,

rbk , bk1 s  2bk bk1 p1  δkk1 q ,



(2.12)

(2.13)



where nkσ is given by (2.3). While the commutation relation (2.12) is the same

as for bosons, the commutators (2.11) and (2.13) are distinctly different from

those for Bose particles. The factors p1  nk Ò  nk Ó q and p1  δkk1 q arise from

the effect of the exclusion principle on the single particles.

That part of the Hamiltonian which connects pairs with zero net momentum

may be derived from the Hamiltonian (2.4) and expressed in terms of the b’s.

Measuring the energy relative to the Fermi sea, we obtain:

Hred



2



¸



¡



k kF



k bk  bk



2



¸

k kF



|k |bk bk 







¸

kk1



Vkk1 bk1  bk .



(2.14)



We have defined the interaction terms with a negative sign so that Vkk1 will

be predominantly positive for a superconductor. There are many other terms

in the complete interaction which connect pairs with total momentum q  0.

These have little effect on the energy, and can be treated as a perturbation.

Although the interaction terms kept in Hred may appear to have a negligible

weight, it is this part which contributes overwhelmingly to the interaction

energy.

We have used a Hartree-like method to determine the expansion coefficients,

which appears to give an excellent approximation, and may, indeed, even be

correct in the limit of a large number of particles4 . (See Appendix A.)

Excited states are treated in much the same way as the ground state. One

must distinguish between singly excited particles, in which one and only one

of a pair pkÒ,  kÓq is occupied, and excited or “real” pair states. We treat

singly excited particles in the Bloch scheme, as in the normal metal. They

contribute a negligible amount to the interaction energy directly, but reduce

the amount of phase space available for real and virtual pairs. Thus the

interaction portion of Hred is modified by deleting from the sums over k and

k1 all singly occupied states, and the remainder is used to determine the

interaction energy associated with the pairs.

One might expect to get some interaction energy from singly occupied states

by associating them in various pairs with q  0. However, an appreciable

energy is obtained only if a finite fraction of the pairs have the same q, and

this will not be true for randomly excited particles. States with a net current

flow can be obtained by taking a pairing pk1 Ò, k2 Óq, with k1 k2  q, and q the

4



Since (2.14) is quadratic in the b’s, one might hope to get an exact solution for the ground

state by an appropriate redefinition of the single-particle states, as can be done for either

Fermi-Dirac or Einstein-Bose statistics. Our pairs obey neither of these, and no such

simple solution appears possible.
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same for all virtual pairs.

The most general wave function satisfying the pairing condition pkÒ,  kÓq is

of the form

¸

(2.15)

rh pk1 . . . knqs 12 f p. . . 1 pk1q . . . 1 pknq . . .q ,

k1 ...kn



where the sum extends over all distinct pair configurations. To construct our

ground state function we make a Hartree-like approximation in which the

probability that a specific configuration of pairs occurs in the wave function

is given by a product of occupancy probabilities for the individual pair states.

If for the moment we relax the requirement that the wave function describes a

system with a fixed number of particles, then a function having this Hartreelike property is





Ψ



¹



p1  hk q



1

2



hk2 bk  Φ0 ,

1



(2.16)



k



where Φ0 is the vacuum. It follows from (2.16) that the probability of the n

states k1 . . . kn being occupied is h pk1 q . . . h pkn q, and since n is unrestricted we

see that Ψ is closely related to the intermediate coupling approximation.

For any specified wave vector k1 , it is convenient to decompose Ψ into two

components, in one of which, ϕ1 , the pair state designated by k1 is certainly

occupied and the other, ϕ0 , for which it is empty:

Ψ  hk2 1 ϕ1

1



p1  hk1 q



1

2



(2.17)



ϕ0 .



The coefficient hk1 is the probability that state k1 is occupied and the ϕ’s are

the normalized functions:

¹ 





ϕ1  bk1 ϕ0  bk1

p1  hk q 12

kpk1 q







hk bk  Φ0 .

1

2



(2.18)



In the limit of a large system, the weights of states with different total numbers

of pairs in Ψ will be sharply peaked about the average number, N , which will

be dependent on the choice of the h’s. We take for our ground state function,

ΨN , the projection of Ψ onto the space of exactly N pairs5 . This function may

also be decomposed as in (2.17), but since ϕN 1 and ϕN 0 now have the same

number of pairs, ϕN 1 is not equal to bk1  ϕN 0 : To decompose ΨN , we suppose

that k space is divided into elements, ∆k, with Nk available states of which

in a typical configuration mk are occupied by pairs. The mk ’s are restricted so

that the total number of pairs is specified:

¸

all ∆k



5



mk



N 



¸



xmk yAv .



(2.19)



all ∆k



It is easily seen that ΨN has zero total spin, corresponding to a singlet state.
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The total weight of a given distribution of mk ’s in Ψ is

W pmk q 



¹



Nk !

Nkmk

k

hm

k p1  hk q

p

N

q

!

m

!



m

k

k

k

all ∆k



(2.20)



and the total weight of functions with specified N is

WN







¸



p ° m k N q



W pmk q ,



(2.21)



where the sum is over all distributions of the mk ’s subject to the conditions

(2.19).

The decomposition of ΨN into a part in which a specified pair state k1 is

occupied and one where it is not can be carried out by calculating from

Ψ

the total weight, WN,k1 , corresponding to k1 occupied with the restriction

°N

mk  N . When k1 is occupied, there are Nk1  1 other states in the cell over

which the remaining mk1  1 particles can be distributed and this cell will

contribute a factor



Nk 1



pNk1  1q!hmk1 1 1  hk1 

pmk1  1q! pNk1  mk1 q!

k



m



k



1



(2.22)



to the weight for a given distribution of mk ’s. It follows that

WN,k1







¸



p° mk



mk1

W pmk q  hk1 WN .

 N q Nk 1



(2.23)



The last equality holds except for terms which vanish in the limit of a large

system because the state vector Ψ gives a probability xmk1 {Nk1 yAv  hk1 that a

given state in ∆k1 is occupied. Now the weights for different numbers of pairs

in Ψ are strongly peaked about the most probable number N and therefore

the average over distributions with exactly N pairs is essentially equal to the

average over all distributions. Since all terms in the wave function come in

with a positive sign, it follows that the normalized ΨN may be decomposed in

the form

1

1

ΨN  hk2 1 ϕN 1 p1  hk1 q 2 ϕN 0 ,

(2.24)

where ϕN 1 and ϕN 0 are normalized functions.

For purposes of calculating matrix elements and interaction energies, a further decomposition into states in which occupancy of two pair states, k and

k1 , is specified is often convenient. Thus we may write:

ΨN



 phh1q ϕN 11 rh p1  h1qs

rp1  hq p1  h1qs ϕN 00 ,

1

2



1

2



1

2



ϕN 10



rp1  hq h1s



1

2



ϕN 01

(2.25)
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where the first index gives the occupancy of k and the second of k1 . It follows

from the definition of the functions that

bk1  bk ϕN 10



 ϕN 01 .



(2.26)



Thus the diagonal matrix element of bk1  bk is

ΨN |bk1  bk |ΨN







 rhk p1  hk q hk1 p1  hk1 qs



1

2



(2.27)



.



2.1. Ground-State Energy

If the wave function (2.24) is used as a variational approximation to the true

ground-state function, the ground-state energy relative to the energy of the

Fermi sea is given by

W0  pΨ0 , Hred Ψ0 q ,

(2.28)

where Ψ0 is the N -pair function ΨN , for the ground state. The Bloch energies,

k , are measured with respect to the Fermi energy and



Vkk1  p k1Ó, k1Ò |HI | kÓ, kÒq

pk1Ò,  k1Ó |HI | kÒ,  kÓq .



(2.29)



The decomposition (2.23) leads to the Bloch energy contribution to W0 of the

form

¸

¸

(2.30)

WKE  2

k hk

|k | p1  hk q ,



¡



k kF



k kF



where “KE” stands for kinetic energy. The matrix elements of the interaction

term in Hred are given by (2.27) and the interaction energy is

WI







¸

k,k1



Vkk1 rhk p1  hk q hk1 p1  hk1 qs 2 ,

1



(2.31)



and therefore

W0



 WKE



WI



2





¸



¡



k kF



¸



k,k1



k hk



2



¸



|k | p1  hk q



k kF



Vkk1 rhk p1  hk q hk1 p1  hk1 qs 2 .

1



(2.32)



By minimizing W0 with respect to hk , we are led to an integral equation determining the distribution function:



rhk p1  hk qs  °k1 Vkk1 rhk1 p1  hk1 qs

1  2hk

2k

1

2



1

2



.



(2.33)
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We shall neglect anisotropic effects and assume for simplicity that the matrix

element Vkk1 can be replaced by a constant average matrix element,



 xVkk1 yAv

for pairs making transitions in the region ~ω



(2.34)



V



 ~ω and by zero outside

this region, where ω is the average phonon frequency. This cutoff corresponds

to forming our wave function from states in the region where the interaction

is expected to be attractive and not mixing in states outside this region. The

average is primarily one over directions of k and k1 since the interaction is

insensitive to the excitation energy for those transitions of importance in

describing the superconducting phase. The average may also be viewed as

choosing h to be a function of energy alone, thus neglecting the details of band

structure. The laws of similarity indicate this to be a reasonable assumption

and the good agreement of our theory with a wide class of superconductors

supports this view.

Introduction of the average matrix element into (2.33) leads to

hk

and







  1  p2

k

1

2



rkk  p1  hk qs 

1

2



where



k



20 q



2 p2k



0







1

2



(2.35)



,



20 q 2



1



¸



 V  rhk1  p1  hk1 qs



1

2



(2.36)



,



,



(2.37)



the sum extending over states within the range |k |

are combined, one obtains a condition on 0 :



~ω. If (2.36) and (2.37)



0



k1



1

V







¸

k



1

20 q 2



2 p2k



1



(2.38)



.



Replacing the sum by an integral and recalling that V

may replace this condition by

1

N p0qV

Solving for 0 , we obtain

0











» ~ω



d



p2



0



~ω







sinh



1

N 0 V



20 q 2

1



.



.



 0 for |k | ¡ ~ω, we

(2.39)



(2.40)



pq
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where N p0q is the density of Bloch states of one spin per unit energy at the

Fermi surface.

The ground state energy is obtained by combining the expressions for kk and

0 , (2.35), (2.36), and (2.37), with (2.32). We find

W0



 4N p0q



» ~ω

0



hpqd 



2N p0q



» ~ω 



20

V







2







d 



20

,

V



(2.41)



p2 20q

where we have used the fact that r1  hpqs  hpq, that is, the distribution

0



1

2



function is symmetric in electrons and holes with respect to the Fermi surface.

Using the relations (2.40), we find that the difference in energy between the

superconducting and normal states at the absolute zero becomes

W0



 N p0q p~ωq2 



#









0



1 1



2



1 +



~ω



2



p0q p~ωq

 er2N

2{N p0qV s  1



2



(2.42)



If there is a net negative interaction on the average, no matter how weak,

there exists a coherent state which is lower in energy than the normal state.

Thus our criterion for superconductivity is that V ¡ 0, as given in (2.6).

For excitations which are small compared to ~ω, the phonon interaction is

essentially independent of isotopic mass and therefore the total mass dependence of W0 comes from p~ω q2 , in agreement with the isotope effect. Empirically, W0 is of the order of N p0q pkTc q2 and in general kTc is much less than

~ω. According to (2.42), this will occur if N p0qV

1, that is, the weak coupling

limit.

It should be noted that the ground state energy cannot be obtained in any

finite-order perturbation theory. In the strong-coupling limit, (2.42) gives the

correct result, N p0q p~ω q2 V , for the average interaction approximation and it

is possible that our solution is accurate in the statistical limit over the entire

range of coupling. (See Appendix A.)

In the weak-coupling limit, the energy becomes

W0



 2N p0q p~ωq



2







 exp  N p20qV







.



(2.43)



which may be expressed in terms of the number of electrons, nc , in pairs

virtually excited above the Fermi surface as

W0



 12 n2c {N p0q ,



(2.44)
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where



1

nc  2N p0q~ω  exp 

N p0qV







(2.45)



.



In this form, the cooperative nature of the ground state is evident. Using the

empirical order of magnitude relation between W0 and kTc , we might estimate





1

kTc  ~ω  exp 

N p0qV







(2.46)



.



In the next chapter we shall see that the explicit calculation of kTc from the

free energy as a function of temperature leads to nearly this result.



 0K



2.2. Energy gap at T



An important feature of the reduced Hamiltonian is that there are no excitations from the ground state, analogous to single-particle excitations of the

Bloch theory, with vanishing excitation energy. This is easily seen by considering a function

Ψexe







#



¹ 



k k1 ,k2







p1  hk q



1

2



hk bk 

1

2



+





ck1 Ó  ck2 Ò  Φ0 ,



(2.47)



which is orthogonal to the ground state function and corresponds to breaking

up a pair in k1 , the spin-up member going to k2 Ò. The projection of Ψexe onto

the space with N pairs is also orthogonal to Ψ0 . The decomposition of ΨN exe

is the same as that of Ψ0 , except that  k1 Ó and k2 Ò are definitely known to

be occupied and k1 Ò and  k2 Ó are unoccupied. This leads to the excitation

energy

Wk1 ,k2



 W0  k1 p1  2hk1 q k2 p1 ! 2hk2 q

¸

rhk p1  hk qs  rhk1 p1  hk1 qs

2V

1

2



k



rhk2 p1  hk2 qs



1

2



1

2



)



(2.48)



,



the decrease in interaction energy arising from the fact that pairs cannot

make transitions into or out of pair states k1 and k2 in the excited function

because these states are occupied by single particles. Combining (2.35), (2.36),

and (2.37) with (2.48), we find

Wk1 ,k2



 W0 



2k1

Ek1



2k2

Ek2











1

1

Ek1 Ek2

 Ek1 Ek2 ,

20



(2.49)
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where

Ek







2k



20



1



(2.50)



2



When k Ñ 0, then Ek Ñ 0 and (2.49) shows that the minimum excitation

energy is 20 . These single-particlelike excitations have the new dispersion

law (2.50) which goes over to the normal law when k " 0 .

To obtain a complete set of excitations, we must include excited state pair

functions generated by







p1  hk q



1

2



bk   hk2 ,

1



(2.51)



which by construction are orthogonal to the ground state pair functions generated by





1

p1  hk q 21 hk2 bk  .

(2.52)

The decomposition of an excited state with an excited pair in k and a ground

pair in k1 would be

Ψk 1



 rhk p1  hk1 qs ϕ11  rhk hk1 s ϕ10

rp1  hk q p1  hk1 qs ϕ01  rp1  hk q hk1 s

1

2



1

2



1

2



1

2



ϕ00 ,



(2.53)



where the functions ϕ are normalized and the second script denotes the

occupancy of k1 . Taking the expectation value of Hred with respect to (2.53),

we find the energy to form an excited pair in state k1 is:

Wk1



 W0  2k1 p1  2hk1 q

¸

rhk p1  hk q hk1 p1  hk1 qs  Ek1 .

4V

1

2



(2.54)



k



Again the minimum energy required to form an excitation is 20 and an energy

gap of width 20 appears in the excitation spectrum in a natural way. It follows

that in general the energy difference between two states, 1 and 2, is given by

the difference in the sums of the excited-particle energies,

W1  W2







¸

1



Ek 



¸



Ek ,



(2.55)



2



and it is unnecessary to distinguish between single particles and two members

of an excited pair in calculating the sums.

Collective excitations corresponding to long-range density fluctuations are

suppressed by the subsidiary condition on the wave function resulting from

the collective description of the electron-ion interaction16 . The effect of the

terms neglected in the Hamiltonian, H  Hred  H 1 , can be estimated by a

perturbation expansion of H 1 in eigenfunctions of Hred . This expansion is

carried out to second order in Appendix A and it is concluded that H 1 will

contribute little to the condensation energy. The shift in the zero-point energy
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of the lattice associated with the transition at the absolute zero is estimated

in Appendix B and it is shown that this effect contributes a small correction

to W0 . The electron self-energy shift has not been calculated at the present

time; however, it is also believed that the correction is small.
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An excited state of the system will be formed by specifying the set of states,

S, which are occupied by single particles and the set of states, P, occupied

by excited pairs. The rest of the states, G, will be available for occupation by

ground pairs. The term “singleparticle” occupation means that either kÒ or

 kÓ is occupied by an electron, but not both. “Excited pair” and “ground

pair” occupation refers to pairs which are in functions generated by operators

of the form (2.51) and (2.52) respectively. Wave functions with different distributions of single particles and excited pairs are orthogonal to each other

and the totality of such functions constitutes a complete set of excited states

which are in one-to-one correspondence with the Bloch-type excitations in

the normal metal.

The energy of the excited states will be evaluated by using the reduced Hamiltonian plus the Bloch energy for single particles:

He







¸



¡



k kF ,σ



¸



k nkσ







|k | p1  nkσ q



k kF ,σ



¸



k,k1



Vkk1 bk1  bk ,



(3.1)



where the second term gives the Bloch energy of the holes and the energies k

are measured relative to the Fermi energy. Since HI contains only terms for

transitions by ground pairs and excited pairs, the single particles contribute

only to the Bloch energy and hence they are treated as in the Bloch scheme.

The equilibrium condition of the system at a specified temperature will be

determined by minimizing the free energy with respect to the distribution

function for excited particles, f , and ground pairs, h.

It turns out that hk is a function of temperature and therefore excited and

ground pairs are not necessarily orthogonal to each other at different temperatures, although the excited states form a complete orthonormal set at each

temperature. The most probable distribution of single particles also varies

with temperature and thus the great majority of states contributing to the free

energy at different temperatures will be orthogonal in any event. The situation

is similar to taking the lattice constant temperature dependent as a result

of thermal expansion. This freedom in choosing hk allows us to work in that

representation which minimizes the free energy at the specified temperature.
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A typical excited state wave function can be written as the projection of

Ψexe







¹



pq



p1  hk q



hk bk 

1

2



1

2







k G



¹



k1 P



pq



¹



k2 S



pq



p1  hk1 q



1

2



bk1   hk2 1

1







cpk2 q  Φ0 ,



(3.2)



onto the space with N pairs, where G, P, and S specify the states occupied

by ground pairs, excited pairs, and single particles respectively and cpk2 q 

denotes either k2 Ò or  k2 Ó is included in the product. For any specified k,

this function can be decomposed into a portion with k occupied and a portion

with k unoccupied. The decompositions for the three cases in which k is in

the sets G, P, and S are

Ground:

Ψ  hk2 ϕ1 p   1k    q



ϕ0 p   0k    q ,



(3.3)



Ψ  p1  hk q 2 ϕ1 p   1k    q  hk2 ϕ0 p   0k    q ,



(3.4)



Ψ  ckÒ  ϕ0 p   0k    q ,



(3.5)



1



Excited:

Single in kÒ:



1



p1  hk q



1

2



1



where the ϕ’s are normalized functions with 1k representing pair state k being

occupied and 0k unoccupied. To determine the distribution functions, we

need the free energy

F W T S,

(3.6)

where W is the energy calculated by an ensemble average over the wave

functions of the form (3.2) and S is the entropy.

To enumerate the systems in the ensemble we divide k-space into cells ∆k

containing Nk pair states as before. Let there be Sk single particles and Pk

excited pairs in ∆k, with the rest of the Nk states being occupied by ground

pairs. The probability that either kÒ or  kÓ is occupied by a single particle is

sk  Sk {Nk , while the probability for an excited pair in state k is pk  Pk {Nk

and therefore the probability for a ground pair is p1  sk  pk q. Above the Fermi

surface, h 12 and s and p refer to excited electrons; below the Fermi surface,

h ¡ 21 and s and p refer to holes.

The diagonal element of nkσ follows immediately from (3.3), (3.4), and (3.5).

Including the factor giving fractional number of configurations for which each
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decomposition applies, we have



pψ|nkσ |ψq  p1{2q sk



pk p1  hk q

p1  sk  pk q hk ,  ¡ 0 ;

pk hk

p1  sk  pk q p1  hk q , 



pψ|1  nkσ |ψq  p1{2q sk



,

/

/

/

.



0.



/

/

/

-



(3.7)



Upon using (3.7) and the fact that 1  hk pq  hk pq, the Bloch energy contribution to W ,



ψ|



¸



¡



k kF σ



becomes

WKE







¸



¸



k nkσ



|k | rsk



|k | p1  nkσ q|ψ



,



(3.8)



k kF σ



2pk



2 p1  sk  2k q hk p|k |qs ,



(3.9)



k



where we have carried out the spin sum.

°

To calculate the matrix elements of the pair interaction operator Vkk1 bk1  bk ,

we assume that Vkk1 varies continuously with k and k1 so that Vkk1 may be

considered to be the same for all transitions from states in ∆k to states in ∆k1 .

Let k and k1 represent two specified wave vectors in ∆k and ∆k1 . To obtain

non-vanishing matrix elements for bk1  bk , these states must be occupied by

either excited pq or ground p q pairs, giving the four possibilities

, ,

,  for k and k1, respectively. For any one of these cases, a typical wave

function may be decomposed into components in which the pair occupancy

of k and k1 is specified:

Ψkk1



 α11ϕ11 p   1k    1k1    q

α10 ϕ10 p   1k    0k1    q

α01 ϕ01 p   0k    1k1    q

α00 ϕ00 p   0k    0k1    q ,



(3.10)



where the ϕ’s are normalized functions. Table 3.1 gives the values of the α’s

for the different cases along with the fractional number of configurations for

which they apply.

The diagonal elements of bk1  bk are given by α10 α01 in each case. If we sum

these, weighted according to the probability they occur in the ensemble, we

obtain



rh p1  hq h1 p1  h1qs  tp1  s  pq p1  s1  p1q

pp1  p1  s  pq p1  p p1  s1  p1 qu

 rh p1  hq h1 p1  h1qs

 tp1  s  2pq p1  s1  2p1qu .

1

2



1

2



(3.11)
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Introducing these matrix elements into the ensemble average of the interaction Hamiltonian, we find

WI







¸

k,k1



Vkk1 rhk p1  hk q hk1 p1  hk1 qs 2



1



 tp1  sk  2pk q p1  sk1  2pk1 qu .



(3.12)



It should be noted that the Bloch energy (3.9) and the interaction energy

(3.12) depend on ps 2pq or the total occupancy probability. The energy does

not depend upon the relative probability for single-particle and excited-pair

occupation. Thus one may use a distribution function f which gives the

over-all probability of occupancy, where

sk



 2fk p1  fk q ,



(3.13)



 fk2



(3.14)



and

pk



which follows from the fact that sk is the probability that either kÒ is occupied

and  kÓ is empty or the reverse and pk is the probability that both kÒ and

 kÓ are occupied. The free energy can be minimized directly with respect

to hk , pk , and sk without introducing fk and one indeed finds that (3.13) and

(3.14) hold.

Since the excited particles are specified independently for each system in the

ensemble, the usual expression for the entropy in terms of f may be used:



T S  2kT



¸

k1



tfk1 ln fk1 p1  fk1 q ln p1  fk1 qu .



(3.15)
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Wave function

k



k1



Fractional No. of cases α11



+



+



p1  s  pq p1  s1  p1q



rhh1s



-



-



pp1



rp1  hq p1  h1qs



+



-



p1  s  pq p1



rh p1  h1qs



1

2



 rhh1s



-



+



p p1  s1  p1 q



rp1  hq h1s



1

2



rp1  hq p1  h1qs



α10



α01



rh p1  h1qs



1

2



1

2



rp1  hq h1s



1

2



 rh p1  h1q h1s



rp1  hq p1  h1qs



1

2



 rh p1  h1qs



1

2



1

2



 rhh1s



1

2



rhh1s



1

2



rp1  hq p1  h1qs



1

2



Table 3.1.

Coefficients for the decomposition of Ψ according to Eq. (3.10).



α00



1

2



1

2



 rp1  hq h1s



1

2



 rh p1  h1qs



1

2



1

2
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3.1. Minimization of the Free Energy

If the expressions (3.13) and (3.14) are introduced into (3.9) and (3.12), the

free energy becomes

F



2



¸



|k | rfk



k



p1  2fk q hk p|k |qs





¸

k,k1



Vkk1 rhk p1  hk q hk1 p1  hk1 qs 2



1



 tp1  2fk q p1  2fk1 qu  T S .



(3.16)



When we minimize F with respect to hk , we find that

2k 



or



¸

k1



Vkk1 rhk1 p1  hk1 qs 2 p1  2fk1 q

1



 p1  2hk q

rhk p1  hk qs



1

2



rhk p1  hk qs  ¸ Vkk1 rhk1 p1  hk1 qs p1  2fk1 q

p1  2hk q

2k

k1

1

2



(3.17)



1

2



(3.18)



where the energy k is measured relative to the Fermi energy and k

0 for

k kF . Assuming as before that the interaction can be replaced by a constant

average matrix element V , defined by (2.34) for |k | ~ω and by zero outside

this region, it follows that hk is again of the form

hk

and



 21 r1  pk {Ek qs ,



rhk p1  hk qs  12 0{Ek .

1

2



(3.19)



(3.20)



The energy Ek , a positive definite quantity, is defined as

Ek

where

0



V



¸

k1







2k



20



1

2



rhk1 p1  hk1 qs p1  2fk1 q .

1

2



(3.21)

(3.22)



It will turn out that 20 is the magnitude of the energy gap in the single-particle

density of states and therefore the distribution of ground pairs is determined

by the magnitude of the gap at that temperature.
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When we minimize F with respect to fk , we find that

2k p1  2hk q 4



¸

k1



Vkk1 rhk1 p1  hk1 q hk p1  hk qs 2



1



 p1  2fk1 q



2kT ln pfk { p1  fk qq  0 ,



(3.23)



and using (3.19) through (3.22), we find that





2k

ln pfk { p1  fk qq  β

Ek

where β



20

Ek







 βEk ,



(3.24)



 1{kT and Ek is a positive quantity. The solution for fk is

fk



 eβE 1



1



k



 f pEk q .



(3.25)



Thus the single particles and excited pairs describe a set of independent

fermions with the modified dispersion law (3.21). For k ¡ kF , fk specifies

electron occupation while for k kF specifies hole occupation. These electrons

and holes are identified with the normal component of the two-fluid model.

When k Ñ 0 , then Ek Ñ 0 for the electron and when k Ñ 0 , then Ek Ñ 0

for the hole or the corresponding electron energy Ñ 0 . Thus the new density

of states has an energy gap of magnitude 20 centered about the Fermi energy.

The modified density of states is given by

dN pE q

dE



d

 dNdpq dE

 N p0q



E



(3.26)



,



pE 2  20q

which is singular at the edges of the gap, E  0 . The total number of states

1

2



is of course unaltered by the interaction.

If the distribution functions (3.19) and (3.25) are introduced, the condition

determining the energy gap (3.22) becomes (dividing by 0 )

1

N p0qV







» ~ω

0







d



p



2



20



q



1

2



1

tanh β 2

2



20



1

2







,



(3.27)



where we have replaced the sum by an integral and used the fact that the

distribution functions are symmetric in holes and electrons with respect to

the Fermi energy. The transition temperature, Tc , is defined as the boundary

of the region beyond which there is no real, positive 0 which satisfies (3.27).

Above Tc therefore, 0  0 and f pEk q becomes f pk q, so that the metal returns

to the normal state. Below Tc the solution of (3.27), 0  0, minimizes the free

energy and we have the superconducting phase. Thus (3.26) can be used to
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Figure 3.1.

Ratio of the energy gap for single-particle-like excitations to the gap at T

vs temperature.



 0K



determine the critical temperature and we find

1

N p0qV

or







» ~ω

0



d

tanh











1

βc  ,

2



1

kTc  1.14  ~ω  exp 

N p0qV



(3.28)







,



(3.29)



as long as kTc ! ~ω, which corresponds to the weak- coupling case discussed

in Sec. 2. The transition temperature is proportional to ~ω, which is consistent

with the isotope effect. The small magnitude of Tc compared to the Debye temperature is presumably due to the cancellation of the phonon interaction and

the screened Coulomb interaction for transitions of importance in describing

the superconducting state, and the resulting effect of the exponential.

The transition temperature is a strong function of the electron concentration

since the density of states enters exponentially. It should be possible to make

estimates of the change in transition temperature with pressure, alloying, etc.,

from (3.29).

A plot of the energy gap as a function of temperature is given in Fig. 3.1. The

ratio of the energy gap at T  0  K to kTc is given by combining (2.36) and

(3.28) :

20 {kTc  3.50 .

(3.30)
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From the law of corresponding states, this ratio is predicted to be the same

for all superconductors. Near Tc , the gap may be expressed as

0



 3.2  kTc  r1  pT {Tcqs



1

2



(3.31)



which has the form suggested by Buckingham1 .

It can be seen from the distribution functions that our theory goes over into

the Bloch scheme above the transition temperature. As T Ñ Tc , Ek Ñ |k | and

hk vanishes for k ¡ kF and is unity for k kF . According to (3.4) the excitedpair function specifies complete electron occupancy for k ¡ kF and complete

hole occupancy for k kF in this case. Thus, in the normal state, the ground

pairs vanish above the Fermi surface and form the Fermi sea below, while

the single particles and excited pairs combine to describe excited electrons

for k ¡ kF and excited holes for k kF .



3.2. Critical Field and Specific Heat

The critical field for a bulk specimen of unit volume is given by

Hc 2 {8π



 Fn  Fs ,



(3.32)



where Fn is the free energy of the normal state:

Fn



 4N p0qkT 



»8



d log 1



eβ







0



  31 π2N p0q pkT q2 .



(3.33)



With the aid of (3.25) the entropy in the superconducting state, (3.15) may be

expressed as

¸ 





T S  4kT 

ln 1 eβEk

βEk fk .

(3.34)



¡



k kF



Replacing the sum by an integral and performing a partial integration, we

find



»8  2



(3.35)

T S  4N p0q 

d

E f pβE q ,

E

0



where the upper limit has been extended to infinity because f pβE q decreases

rapidly for β ¡ 1. If (3.34) and (3.16) are combined with the distribution



1



M. J. Buckingham, Phys. Rev. 101, 1431 (1956).
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functions (3.19) and (3.25), the free energy becomes

Fs



 4N p0q 



»8

0



dEf pβE q

2N p0q 



» ~ω

0







2

E



d  











20

,

V



(3.36)



which with the aid of (3.27) may be expressed as

Fs



 2N p0q







»8



d



22



20







E



0



 N p0q p~ωq2 



f pβE q



#



1





0



2



1



~ω



2



+



1



(3.37)



.



The critical field is given by combining (3.31), (3.32), and (3.37):

Hc 2

8π



 N p0q p~ωq 



#



2







1





0



2



1



2



~ω



"



1β



2







+







»8



2



 1  π3 N p0q pkT q2



d

0



22



20







E



*



f pβE q



.



(3.38)



A plot of the critical field as a function of pT {Tc q2 is given in Fig. 3.2. The

curve agrees fairly well with the 1 pT {Tc q2 law of the Gorter-Casimir two-fluid

model19 , the maximum deviation being about four percent. There is good

experimental support for a similar deviation in vanadium, thallium, indium,

and tin; however, our deviation appears to be somewhat too large to fit the

experimental results.

The critical field at T  0 is



 r4πN p0qs 0p0q  1.75 r4πN p0qs kTc ,

(3.39)

where 20 p0q is the energy gap at T  0 and the density of Bloch states N p0q is

1

2



H0



1

2



taken for a system of unit volume.

A law of corresponding states follows from (3.39) and may be expressed as

γTc2 {H0 2



 16 π rkTc{0p0qs2  0.170 ,



(3.40)



where the electronic specific heat in the normal state is given by

Cen



 γT



and

γ





ergs /  C cm3 ,



 32 π2N p0qk2 .



(3.41)



(3.42)
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The Gorter-Casimir model gives the value of 0.159 for the ratio (3.40). The

scatter of experimental data is too great to choose one value over the other at

the present time.

Near T  0, the gap is practically independent of temperature and large compared to kT , and hence for T {Tc ! 1 we have the relation





Hc



2



or

Hc



 H0  1 

2











2 2

π pkT {0 q2 ,

3



 H0  1  1.07 pT {Tcq2







.



(3.43)



(3.44)



This approximation corresponds to neglecting the free-energy change of the



Figure 3.2.

Ratio of the critical field to its value at T  0  K vs pT {Tc q2 . The upper curve

is the 1  pT {Tc q2 law of the Gorter- Casimir theory and the lower curve is the

law predicted by the theory in the weak-coupling limit. Experimental values

generally lie between the two curves.

superconducting state, the total effect coming from Fn .
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The electronic specific heat is most readily obtained from the entropy, (3.34):

Ces

or

Ces



¸



dS

 T dT

 β dS

 4kβ 

dβ



 4kβ 

2



¸



fk p1  fk q 



¡



¡



βEk



k kF







dfk

,

dβ



β d20

2 dβ



Ek2



k kF



(3.45)







(3.46)



.



The expression for Ces is simply interpreted as the specific heat due to electrons and holes with the modified spectrum (3.21) plus the change in condensation energy with temperature.

At the transition temperature, the energy gap vanishes and the jump in specific heat associated with the second order transition is given by



pCes  Cenq |Tc  2kβ



¸



3



fkn p1  fkn q 



¡







k kF



d20

dβ



 kN p0q







βc2



where

fkn



 1{







eβk



Tc







d20

dβ







,



(3.47)



Tc



(3.48)



1 .



The derivative d20 {dβ can be obtained from the relation between 0 and T ,

(3.27). After some calculation we find





d20 

dβ Tc



 10.2

,

β3



(3.49)



c



and the jump in specific heat becomes





Ces  γTc 

γTc Tc



 1.52 .



(3.50)



The Gorter-Casimir model gives 2.00 and the Koppe theory9 gives 1.71 for this

ratio. The experimental data in general range between our value and 2.00.

The initial slope of the critical-field curve at the transition temperature is

given by the thermodynamic relation

Tc

4π











dHc

dT













2

Tc











 pCs  Cnq T



.



(3.51)



c
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Figure 3.3.

Ratio of the electronic specific heat to its value in the normal state at Tc vs T{ Tc

for the Gorter-Casimir theory and for the present theory. Experimental values

for tin are shown for comparison. Note added in proof. –The plotted theoretical

curve is incorrect very near Tc ; the intercept at Tc should be 2.52.

With use of (3.47) this becomes

1

γ

or with (3.39),











dHc

dT





dHc 

dT Tc













2



 19.4 ,



(3.52)



Tc



0

  1.82H

.

T



(3.53)



c
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When β0



" 1, the specific heat can be expressed in the form

Ces

γTc







3

2π 2







0

kTc



3







Tc

T



2



 r3K1 pβ0q



K3 pβ0 qs



 8.5  e1.44 T {T ,

c



(3.54)



where Kn is the modified Bessel function of the second kind.

The ratio Ces { pγTc q is plotted in Fig. 3.3 from (3.46) and compared with the T 3

law and the experimental values for tin. The agreement is rather good except

near Tc where our specific heat is somewhat too small. The logarithm of the

same ratio is plotted in Fig. 4 to bring out the experimental deviation from

the T 3 law. The recent work of Goodman et al.20 shows that the data for tin

and vanadium fit the law:

Ces { pγTc q  a  eb Tc {T ,



(3.55)



with high accuracy for Tc {T ¡ 1.4, where a  9.10 and b  1.50. These values

are in good agreement with our results in this region, (3.54).

Thus we see that our theory predicts the thermodynamic properties of a superconductor quite accurately and in particular gives an exponential specific

heat for T {Tc ! 1 and explicitly exhibits a second-order phase transition in

the absence of a magnetic field.
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ELEMENTS

There are many problems for which one would like to determine

matrix ele°

ments of a single-particle scattering operator of the form U  j Hj , where Hj

involves only the coordinates of particle j. In terms of creation and destruction operators,

U







¸



Hj







j



where

B kσk1 σ1



¸

k,k1 ,σ,σ 1







»



B kσk1 σ1 ck1 σ1  ckσ ,



ψk1 σ1  Hj ψkσ dτj



(4.1)



(4.2)



is the matrix element for scattering of a single electron from kσ to k1 σ 1 . In this

section we shall determine matrix elements of U between two of our manyparticle excited-state wave functions for a superconductor and give tables

which should be useful for application to perturbation theory and transport

problems. We first give a brief review of the corresponding problems for the

normal state.

The matrix element of ck1 σ1  ckσ between two normal state configurations is

zero unless the occupation numbers differ only in transfer of an electron from

kσ in the initial to k1 σ 1 in the final configuration, in which case it is unity. If

one wishes to calculate the probability that at temperature T an electron be

scattered from a state of spin σ in an element ∆k to one of spin σ 1 in ∆k1 , one

must multiply the usual single-particle expression by f p1  f 1 q, the probability

that kσ be occupied and k1 σ unoccupied in a typical initial configuration. A

similar factor occurs in the second-order perturbation theory expansion of U :

|B kσk1 σ1 |2 f p1  f 1 q

  1

k,σ,k1 ,σ 1

¸



 σ and the sum reduces to

 1

¸ |B kk1 |2 f p1  f 1 q

¸

f f

2

2





|B kk1 | 

.

1



  1

k,k1

k,k1



(4.3)



If Hj is independent of spin, σ 1



(4.4)
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Figure 4.1.

A logarithmic plot of the ratio of the electronic specific heat to its value in the

normal state at Tc vs Tc {T . The simple exponential fits the experimental data

for tin and vanadium well for Tc {T ¡ 1.4.
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Wave functions:

Initial, Ψi



Final, Ψf



pkÒ ,

pk Ò ,

 kÓq,  k1Óq  kÓq,  k1Óq

pk 1 Ò ,



pk1Ò ,



p q

or excited pq

Ground



k



k1



(a)

X0



00



00



X0



X0



XX



XX



X0















(b)

XX



0X



0X



XX



00



0X



0X



00















(c)

X0



0X



00



XX



XX



00















(d)

XX



00



00



XX



0X



X0















Energy

difference

Wi  Wf

E  E1



E1  E

E



 pE



E

E 1q



E1  E



E  E1



 pE



E 1q



E



E1



E



E1



 pE E 1q

E  E1

E1  E

 pE E 1q

E



E1



E1  E



E  E1



Probability

of initial state



ck1 Ò  ckÒ or

ck1 Ó  ckÒ



ckÓ  ck1 Ó or

ckÓck1Ò



rp1  hq p1  h1qs

1

phh1q

sp1

2

1

sp1

 rp1  hq h1s

2

1

 rh p1  h1qs

s p 1  s1  p1 q

2

1 1

s p1  s  pq

phh1q

2

1

sp1

rp1  hq p1  h1qs

2

1 1

rh p1  h1qs

s p1  s  pq

2

1

rp1  hq h1s

sp1

2

1

rp1  hq h1s

ss1

4

1

ss1

 rh p1  h1qs

4

1

ss1

rp1  hq p1  h1qs

4

1

phh1q

ss1

4

p1  s  pq p1  s1  p1q rh p1  h1qs

pp1

 rp1  hq h1s

p1  s  pq p1

 phh1q

rp1  hq p1  h1qs

p p 1  s1  p1 q

1

s

2



p 1  s1  p1 q



1

2



1

2



1

2



1

2



1

2



1

2



1

2



1

2



1

2



1

2



1

2



1

2



1

2



1

2



1

2



1

2



1

2



1

2



1

2



1

2



1

2



1

2



1

2



1

2



1

2



1

2



1

2



: For transitions which change spin, reverse designations of (k Ò, kÓ) in the initial and in the final states.

1



1

2



1

2



1

2



Table 4.1.

Matrix elements of single-particle scattering operator.



 phh1q

 rp1  hq p1  h1qs

 rh p1  h1qs

 rp1  hq h1s

 rp1  hq p1  h1qs

 phh1q

rh1 p1  hqs

rh p1  h1qs

rh p1  h1qs

 rh1 p1  hqs

 phh1q

rp1  hq p1  h1qs

rp1  hq h1s

 rh p1  h1qs

rp1  hq p1  h1qs

 phh1q

1

2



1

2
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The factor of two comes from the sum over spins in the initial configuration

and the second form from the fact that |Bkk1 |2 is symmetric in k and k1 .

The calculation of the corresponding factors for the superconducting case is

complicated by the fact that any given state kσ may be occupied singly or by

either ground or excited pairs, and these possibilities must be weighted by the

probability that they occur in a typical initial wave function. First consider

matrix elements of an operator which does not give a spin change:





 ¸









Ψf 

B kk1 ck1 σ ckσ Ψi

k,k1 ,σ



.



(4.5)



Non-vanishing matrix elements of ckÒ  ckÒ are obtained only when the single

and excited-pair occupancy of Ψi and Ψf is the same except for those designated by wave vectors k and k1 . Further, Ψi must contain a configuration

in which kÒ is occupied and k1 Ò unoccupied and Ψf one in which k1 Ò is occupied and kÒ unoccupied. The various possible transitions along with the

matrix elements are listed in Table 4.1. While the individual matrix elements

are complicated, fairly simple results are obtained when a sum is made over

all transitions in which k is in a volume element ∆k and k1 in ∆k1 , it being

assumed that Bkk1 is a continuous function of k and k1 .

The first type of transition, (a), listed in Table 4.1 corresponds to single occupancy of kÒ in the initial and of k1 Ò in the final state. Pair occupancy of k1

(i.e., the pair k1 Ò,  k1 Ó) in Ψi and of k in Ψf may be either excited or ground,

giving the four possible combinations listed in the second column. These have

components in which the pair states k1 in Ψi and k in Ψf are unoccupied,

designated by X0 00 for Ψi and 00 X0 for Ψf . There is a non-vanishing matrix

element of ck1 Ò  ckÒ between these components. Other components of the same

wave functions have the pair states k1 in Ψi and k in Ψf occupied, as is indicated by the designations X0 XX and XX X0, respectively. While the matrix

element of ck1 Ò  ckÒ between these latter vanishes, that of ckÓ  ck1 Ó does not.

Since both ck1 Ò  ckÒ and ckÓ  ck1 Ó are included in the sum in (4.5), they will

give coherent contributions and must be considered together. Matrix elements

between these states of all other terms in the sum are zero.

Matrix elements of type (b) are for single-particle occupancy of  k1 Ó in Ψi and

of  kÓ in Ψf , while k in Ψi and k1 in Ψf may be occupied by either excited

or ground pairs. With interchange of spin and of k and k1 , they are similar

to type (a). Type (c) represents single occupancy of kÒ and  k1 Ó in Ψi and

either excited or ground pair occupancy of both k and k1 in Ψf . Transitions

of ck1 Ò  ckÒ are allowed for the component 00 XX of Ψf and of ckÓ  ck1 Ó for the

component XX 00. Again, these are coherent. Finally, type (d) represents excited or ground pair occupancy of Ψi ; and single particle occupancy of  k Ó,

k1 Ò in Ψf .

The energy differences Wi  Wf listed in the third column are obtained by
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taking an energy 2E for an excited pair, E for single occupancy, and zero for

a ground pair. We have used the notation E  E pkq; E 1  E pk1 q, etc.

In column 4 are given the probabilities of the initial state designations, based

on taking 12 s for a specified single occupancy, p for an excited pair, and

p1  s  pq for a ground pair. For example, Ψi in the top row corresponds

to kÒ occupied and a ground pair in k1 , and the fraction of the states k

in the volume element ∆k and k1 in ∆k1 which have this designation is

1

spkq r1  s pk1 q  p pk1 qs.

2

To calculate the matrix elements, it is convenient to decompose the wave

functions into components corresponding to definite occupancy of excited

and ground pairs as in (3.10). Thus, for the top row in which k1 in Ψi and k

in Ψf are both ground pairs,





Ψi



 ck Ò 



h1 2 ϕ01 p0k , 1k1 q



Ψf



 ck 1 Ò 



1







h 2 ϕ10 p1k , 0k1 q

1



where

ϕ10

The matrix element of ck1 Ò  ckÒ is









Ψf ck1 Ò  ckÒ  Ψi











p1  h1q



1

2



ϕ00 p0k , 0k1 q ,



p1  hq



1

2



ϕ00 p0k , 0k1 q ,



(4.6a)







(4.6b)



 bk bk1 ϕ01 .



 rp1  hq p1  h1qs

 rp1  hq p1  h1qs



1

2







ck1 Ò  ϕ00 ck1 Ò  ϕ00







1

2



(4.7)



The matrix element of ck1 Ó  ck1 Ó is given by









Ψf ckÓ  ck1 Ó  Ψi



 phh1q



Since



1

2











ck1 Ò  bk  bk1 ϕ01 |ckÓ  ck1 Ó ckÒ  ϕ01 .



(4.8)



ck1 Ò  bk  bk1 ϕ01



 ck1Óbk ϕ01 ,

(4.9)

ckÓ  ck1 Ó ckÒ  ϕ01  ck1 Ó bk  ϕ01 ,

(4.10)

the matrix element is  phh1 q . The other matrix elements of types (a) and (b)

1

2



may be calculated in a similar manner.

For types (c) and (d) we make use of the decomposition (3.10). For example,

for type (d),

Ψi



 α11ϕ11 p1k , 1k1 q



α10 ϕ10 p1k , 0k1 q

α01 ϕ01 p0k , 1k1 q



α00 ϕ00 p0k , 0k1 q ,



(4.11)
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where the α’s are as listed in Table 3.1. The final wave function is

Ψf



 ck1ÒckÒϕ10 .



(4.12)



Thus the matrix element of ck1 Ò  ckÒ is just α10 . The matrix element of ck1 Ó  ck1 Ó

is found from

ckÓ  ck1 Ó ϕ01

So that we find



 ckÓck1Óbk1 bk ϕ10

 ck1ÒckÒϕ10 ,











Ψf ckÓ  ck1 Ó  Ψi







(4.13)



 α01 .



(4.14)



Those for type (c) can be obtained by interchanging initial and final states and

spin up and spin down.

We have so far assumed a spin-independent interaction. One involving a

spin flip may be treated by exactly similar methods. Initial and final states

differ from the parallel spin case by interchange of spin designation of k1 in

the initial and in the final state. There is a coherence between the matrix

elements for ck1 Ó  ckÒ and ckÓ  ck1 Ò . They are the same as the corresponding

matrix elements for parallel spin, except for a reversal of sign of the reverse

spin transitions. For example, for the type (a) transition of the top row, the

final state is now

Ψf



 c k 1 Ó 







h 2 ϕ10 p1k , 0k1 q



p1  hq



1



1

2







ϕ00 p0k , 0k1 q .



(4.15)



The matrix element of ck1 Ó  ckÒ is rp1  hq p1  h1 qs 2 as before. To obtain matrix

element of ckÓ  ck1 Ò , we now have, corresponding to (4.9) and (4.10),

1



ck1 Ó  bk1 bk  ϕ01

ckÓ  ck1 Ò ckÒ  ϕ01



 ck1Òbk ϕ01 ,

 ck1Òbk ϕ01 ,



giving phh1 q 2 . We have indicated the change in sign in the table by listing

ckÓ  ck1 Ò at the top of column 6. In a second-order perturbation theory calculation, one is interested in determining

1





°



2









¸  Ψf  k,k1 ,σ B kk1 ck1 σ  ckσ  Ψi 



Wi  Wf



f



,



(4.16)



where the sum is over all intermediate states, f . The initial state should be a

typical one for a given temperature T . In general, one might have either

B kk1







B  k 1 , k ,



(case I)



(4.17)
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or

B kk1



 B k1,k ,



(case II)



(4.18)



The latter applies to the magnetic interaction. To take the coherence into account, one may take the spin-independent sum over k and k1 , which designate

initial and intermediate states:



|



¸ B kk1



|



2



A



|p Ψf |ck1ÒckÒ  ckÓck1Ó| Ψi q|2

Wi  Wf



k,k1



E

Av



(4.19)



,



where the average is taken over volume elements ∆k and ∆k1 for the initial

state.

For terms with an energy denominator Wi  Wf  E  E 1 , we have

!



1

rp1  hq p1  h1qs 2



1

phh1q 2



)2  1



s p 1  s1  p1 q

2



1 1 1 1

1

1

ps

ss p p1  s  p q

2

4

"

*

1

1 20

 2 1 EE 1 f p1  f 1q .







(4.20)



Table 4.2 lists the average matrix elements for the various values of Wi  Wf .

The second-order perturbation theory sum may be written







¸

k,k1



|B kk1 |2 L p, 1 q ,



(4.21)



where









1 20

f1  f

2

EE 1

E  E1





1

1 20

1  f  f1

1

2

EE 1

E E1



1 1

 12 p1  2f q E2  p112 2f q E





1 1 20

p1  2f q E 1  p1  2f 1q E

2

EE 1

2  12



1

1

L p, 1 q 



.



(4.22)



The upper signs correspond to case I, the lower to case II.

To determine the probability of a transition in which an energy quantum hν
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x|pΨf |ck1ÒckÒ  ckÓck1Ó|Ψiq|2ytextAv



Wi  Wf

E  E1



1

2



E1  E



1

2



 pE

E



E 1q

E1



1

2



1

2







1





1





1







1



1 20

EE 1



f p1  f 1 q



1 20

EE 1



f 1 p1  f q



1 20

EE 1



p1  f q p1  f 1q



1 20

EE 1



ff1



Table 4.2.

Mean square matrix elements for possible values of Wi  Wf .

is absorbed, we have a sum of the form

A



 2 E

2π ¸

2 





1

1

1

|B kk | Ψf ck Ò ckÒ  ckÓck Ó Ψi  Av

~ k,k1



 δ pWf  Wi  hν q .

(4.23)

For the matrix elements for which Wf  Wi  E  E 1 , we may interchange k

and k1 in the sum and combine them with those for which Wf  Wi  E 1  E.



This just gives either one multiplied by a factor of two:



2π ¸

2 1

1

2|B kk1 | 

~ k,k1

2



1 20

EE 1



 f p1  f 1q δ pWf  Wi  hν q .



(4.24)



One may interpret the factor of two as accounting for the sum over the two

spin possibilities of the initial state. If |Bkk1 |2 is symmetric with respect to the

Fermi surface, so that we may sum over and  values of  and 1 , terms odd

in  and 1 drop out, and we find

2π

~



¸

k,k1 kF



¡







4|B kk1 |



2



1



20

EE 1



 f p1  f 1q δ pE 1  E  hν q .



(4.25)
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 Wi  E



The corresponding expressions for Wf

2π

~







¸

k,k1 kF



¡



2|B kk1 |



2



2π

~



1



E 1 and



k,k1 kF



¡



E 1 q are:



20

EE 1



 p1  f q p1  f 1q δ pE

¸



 pE







2|B kk1 |



2



1



E 1  hν q ,



(4.26)



20

EE 1



 f f 1δ pE



E1



hν q ,



(4.27)



respectively, where again we have dropped terms odd in  and 1 .

Hebel and Slichter1 have used (4.25) to estimate the temperature dependence

of the relaxation time for nuclear spin resonance in the superconducting state

from the corresponding value in the normal state. They are able to account

for an observed initial decrease in relaxation time in Al as the temperature

is lowered below Tc . The increased density of states in energy in the superconducting phase more than makes up for the decrease in number of excited

electrons at temperatures not too far below Tc . For this problem, the lower

sign p q is appropriate.

These expressions may also be used to determine transport properties, such

as electrical conductivity in the microwave region and thermal conductivity.

Note added in proof. –The marked effect of coherence on the matrix elements is verified experimentally by comparing absorption of ultrasonic waves, which follows case

I, with nuclear spin relaxation or electromagnetic absorption, both of which follow

case II. For frequencies such that hν ! kTc , one expects for case II an initial increase

in absorption just below Tc , followed by a decrease to values below that of the normal state as the temperature is lowered, as is observed experimentally. On the other

hand, for case I one expects the absorption to drop with an infinite slope at Tc , such

as is found for ultrasonic waves.

The expressions for the transition probabilities are simplified if we change our con1



vention for the moment to give E the same sign as , so that E   2 20 2 below

the Fermi surface. One may then write (4.26) and (4.27) in the same form as (4.25),

with E and E 1 now taking on both positive and negative values. Considering both

direct absorption and induced emission, the net rate of absorption of energy in the



1



L. C. Hebel and C. P. Stichter, Phys. Rev. 107, 901 (1957). We are indebted to these authors for considerable help in working out the details of the calculation of matrix elements,

particularly in regard to taking into account the coherence of matrix elements of opposite

spin.
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superconducting state is proportional to

αs 9



» 



20

EE 1



1











f 1  f1















 f 1 p1  f q ρ pE q ρ



E 1 dE ,



(4.28)



1



where E 1  E hν and ρpE q  N p0qE { E 2  20 2 is the density of states in energy.

With the upper sign (case I) and with hν ! kT , the density of states terms are cancelled by the first factor, and the expression reduces to

αs 9 2 rN p0qs



2



»8



f



0



 f1







dE



 2 rN p0qs2 hνf p0q ,



The factor 2 comes from adding contributions above and below the Fermi surface.

The corresponding expression for the normal state is similar, except that 0  0. We

thus find

αs {αn  2f p0 q

(4.29)

R. W. Morse and H. V. Bohm (to be published) have used (4.29) for analysis of data

on ultrasonic attenuation in an indium specimen for which the electronic mean free

path is large compared with the wavelength of the ultrasonic wave, so that one might

expect the theory to apply. Values of 0 pT q estimated from the data by use of (4.29)

are in excellent agreement with our theoretical values (Fig. 3.1).

For case II, the integral may be expressed in the form:

αs

αn







1

hν



»







pf  f 1q dE

!

)



E 2  20 pE hν q2  20

EE 1



20



1

2



.



(4.30)



The integral diverges at E  0 if hν is set equal to zero in the denominator. Numerical

evaluation of .the integral indicates that for hν  12 kTc or less, (4.30) gives an increase

in absorption just below Tc as observed by Hebel and Slichter in nuclear magnetic

resonance and by Tinkham and co-workers (private communication) for microwave

absorption in thin superconducting films.

In order to have absorption at T  0, hν must be greater than the energy gap, 20 . We

take E negative and E 1 positive, and find for this case:

αs

αn







1

hν







» 0







0 hν



!



E2



E pE







20







hν q



pE







20 dE

hν q



2







20



) 1 .



(4.31)



2



The integral may be evaluated in terms of the complete elliptic integrals, E pγ q and

K pγ q as follows:





20

20

αs



1

E pγ q  2

K pγ q ,

(4.32)

αn

hν

hν

where

γ



 phν  20q { phν



20 q .



(4.33)



This expression is in excellent agreement with data of Glover and Tinkham (reference

20, Fig. 5.2) on infrared absorption in thin films.
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The electrodynamic properties of our model are determined using a perturbation

treatment in which the first order change in the wave function is used to calculate

the current as a functional of the field. For such properties as the Meissner effect this

approach is quite rigorous since we are interested in the limit as Apr q approaches

zero. It is assumed that the medium is infinite and that the sources of the field

may be introduced by inserting current sheets in the interior. This method has been

applied previously to the calculation of the diamagnetic properties of an electron

gas1 .

We first derive an expression, valid for arbitrary temperatures, relating the current

density to the total field (the field due to the sources and to the induced currents).

The fact that the system displays a Meissner effect is established by investigating

the Fourier transform of the current density in the limit that q Ñ 0. In this limit we

obtain the equation,

1

lim j pq q  

ap q q ,

(5.1)

q Ñ0

cΛT

where ΛT is a function of temperature, increasing, in the free-electron approximation,

from the London value Λ  m{ne2 at T  0 to infinity at the transition temperature.

The limiting expression (5.1) is valid only for values of q smaller than those important for most penetration phenomena. In general we find the current density is a

functional of the vector potential A which, with div A  0, may be expressed in a

form similar to that proposed by Pippard (1.3):

j pr q  



3

4πcΛT ξ0







»



R rR A pr 1 qs J pR, T q dr 1

.

R4



(5.2)



The kernel, J pR, T q, is a relatively slowly varying function of temperature, and at T 

0  K is not far different from Pippard’s exp pR{ξ0 q.

To calculate penetration depths, it is more convenient to use the Fourier transform

of (5.2), which may be expressed in the form

j pq q   pc{4π q K pq qapq q ,



(5.3)





where K pq q is a scalar which approaches the constant value 4π { ΛT c2 in the limit

q Ñ 0. One may determine K pq q directly from the perturbation expansion of the wave

function, or one may first calculate J pR, T q and then find the transform of (5.2). The

latter procedure is followed in Appendix C, where an explicit expression for K pq q

1



This method was first applied to the calculation of the diamagnetic properties of an electron gas by O. Klein, Arkiv Mat. Astron Fysik, A31, No. 12 (1944). Our treatment follows

that of one of the authors as given in reference 7, pp. 303-321, where further references

to the literature may be found.
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valid for q not too small is derived. In this section we shall give a direct derivation

of the transform which can be used to investigate the limit q Ñ 0, and then give the

derivation of (5.2). A comparison of calculated and observed values of penetration

depths is given at the end of the section.

In the absence of the electromagnetic field, the system at a given temperature is

characterized by the complete orthonormal set of wave functions which we denote

by

Ψ0 pT q, Ψ1 pT q,    , Ψn pT q,    ,

with corresponding energies

W0 pT q, W1 pT q,    , Wn pT q,    .



(5.4)



We choose for Ψo pT q a typical wave function of the type described in the previous

sections, where the occupation of “single particles” and “excited pairs” is given by

the s and p distributions, respectively, appropriate to the temperature T ; the rest of

the phase space is available for “ground pairs” whose distribution is specified by h

which is also a function of T . The set of orthogonal states is obtained by varying s

and p (in analogy with the normal metal) and not changing h. We thus are choosing

a representative configuration of the most probable distribution and taking system

averages with respect to this representative configuration.

The electromagnetic interaction term for an electron of charge q  e, e ¡ 0, is, in

second quantized form,

HI







»



drψ  pr q







ie~ pA

2mc



∇



∇ Aq





e2

A 2 p r q ψ pr q .

2mc2



(5.5)



We choose a gauge in which ∇ A  0 and in which A  0 if the magnetic field is

zero.

We expand ψ and ψ  in creation and annihilation operators2 :

ψ pr q 

ψ  pr q 



1 ¸



1 ¸

1



1



Ω2



Ω 2 k1 ,σ1



,



ck,σ uσ eik







/

,/

/

/



1







,/

/

/



k,σ



ck1 ,σ1  uσ1  eik



r



r



.

/

-



(5.6)



where the c’s satisfy the usual fermion anticommutation relations, (2.1) and (2.2),

uσ is a two-component spinor, and Ω is the volume of the container. The interaction



2



At this point we insert plane waves for the Bloch functions. It would be possible to carry

through an analogous procedure formally with Bloch functions. The average matrix elements which enter cannot be evaluated explicitly, but can be expressed in terms of empirically determined parameters. The appropriate modifications of the free-electron expressions are as indicated in the introduction.
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